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Abstract

Network telemetry, sensor readings, and other machine-generated data are growing exponentially

in volume. Meanwhile, the computational resources available for processing this data – as well as

analysts’ ability to manually inspect it – remain limited. As the gap continues to widen, keeping

up with the data volumes is challenging for analytic systems and analysts alike. This dissertation

introduces systems and algorithms that focus the limited computational resources and analysts’ time

in modern data analytics on a subset of relevant data. The dissertation comprises two parts that

focus on improving the computational and human e�ciency in data analytics, respectively.

In the first part of this dissertation, we improve the computational e�ciency of analytics by

combining precomputation and sampling techniques to select a subset of data that contributes the

most to query results. We demonstrate this concept with two approximate query processing systems.

PS
3 approximates aggregate SQL queries with weighted, partition-level samples based on precom-

puted summary statistics, whereas HBE approximates kernel density estimations using precomputed

hash indexes as smart data samplers. Our evaluation shows that both systems outperform uniform

sampling, the best-known result for these queries, with practical precomputation overheads. PS
3

enables a 3 to 70⇥ speedup under the same accuracy as uniform partition sampling, with less than

100 KB of storage overhead per partition; HBE o↵ers up to a 10⇥ improvements in query time

compared to the second-best method with comparable precomputation time.

In the second part of this dissertation, we improve the human e�ciency of analytics by automat-

ically identifying and summarizing unusual behaviors in large data streams to reduce the burden

of manual inspections. We demonstrate this approach through two monitoring applications for

machine-generated data. First, ASAP is a visualization operator that automatically smooths time

series in monitoring dashboards to highlight large-scale trends and deviations. Compared to pre-

senting the raw time series, ASAP decreases users’ response time for identifying anomalies by up

to 44.3% in our user study. We subsequently describe FASTer, an end-to-end earthquake detection

system that we built in collaboration with seismologists at Stanford University. By pushing down

domain-specific filtering and aggregation into the analytics workflows, FASTer significantly improves

the speed and quality of earthquake candidate generation, scaling the analysis from three months of

data from a single sensor to ten years of data over a network of sensors.
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The contributions of this dissertation have had real-world impact. ASAP has been incorporated

into open-source tools such as Graphite, TimescaleDB Toolkit, and NPM module downsample.

ASAP has also directly inspired an auto smoother for the real-time dashboards at the monitoring

service Datadog. FASTer is open-source and has been used by researchers worldwide. Its improved

scalability has enabled the discovery of hundreds of new earthquake events near the Diablo Canyon

nuclear power plant in California.
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Chapter 1

Introduction

Data volumes are growing exponentially. Much of this growth is driven by an increasing number

of automated data sources, such as sensors, devices, and large-scale internet services. For example,

Google collects more than 2.5 terabytes of data per second from its infrastructure and applications

as of 2019 [6]; an average of one petabyte of sensor data was recorded and processed per day at

CERN in 2017 [122]. International Data Corporation projects that data volumes will experience a

compound annual growth rate of 23% and that “the amount of data created over the next five years

will be greater than twice the amount of data created since the advent of digital storage” [263].

Meanwhile, the computational resources available for processing this data remain limited. Due to

constraints imposed by power delivery and dissipation, CPU performances have already plateaued,

and even multi-core processors do not promise exponentially growing computation [272]. This gap

between data volumes and the available computational resources is further exacerbated by the in-

creased diversity and complexity of data analytics. In addition to SQL queries, users are increasingly

interested in sophisticated analyses from the statistics and machine learning communities such as

data modeling and anomaly detection, many of which have a complexity that grows quadratically

with the size of the dataset or combinatorially with the problem dimensions.

Further down the analytics pipeline, analysts also have a hard time keeping pace with the data

volumes. As Herbert Simon once said, “the wealth of information means a dearth of something else:

a scarcity of whatever it is that information consumes” [296]. Each piece of information presented to

the analysts consumes their time and attention. At present, analysts are already struggling to keep

up their manual analyses and inspections with the growing data volumes. For example, through

conversations with engineers working at web-scale companies, we learned that despite the large

amount of data collected and stored in their monitoring systems, the engineers routinely access less

than 6% of the collected data [29].

As the growth of data continues to outpace computational resources and analysts’ attention, pro-

cessing all generated data is increasingly untenable. Therefore, data analytics systems need to scale

1
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sublinearly with the data size in their processing resources. In this dissertation, we develop systems

and algorithms to make e�cient use of limited computational resources and analysts’ attention by

focusing on a subset of relevant and important data via novel uses of summaries and synopses. The

dissertation comprises two parts, which address processing bottlenecks in computational resources

and analysts’ attention, respectively. We begin with an overview of the two bottlenecks before

presenting our contributions.

1.1 Dealing with Limited Computational Resources

The first part of this dissertation focuses on the gap between growing data volumes and limited

computational resources. Two approaches to bridging this gap exist: improving the e�ciency of

the hardware to enable more data to be processed with fewer computation cycles or attempting

to achieve the same results by processing only a subset of the data. Decades of research have led

to significant developments using the first approach, but this progress has recently slowed. In the

future, it is unlikely that improvements in hardware e�ciency will be able to handle the growth

of data volumes. Instead, this dissertation explores the second approach of processing less data.

Specifically, we seek to focus limited computational resources on a small subset of the data that

contributes significantly to query results.

The database community has explored many ideas to reduce the amount of data to be processed

for large-scale analytics. For example, classic indexing data structures can quickly filter out data

points that are irrelevant to the query [37, 115, 282]. Researchers have also studied how to avoid

scanning all data points relevant to the query using Approximate Query Processing (AQP) tech-

niques [4,8,70,131,151,202]. AQP techniques aim to provide accurate approximations to true query

answers at a fraction of the query costs, thus allowing users to trade o↵ a small loss in result quality

for potentially large improvements in query performance. Queries that might require hours or min-

utes using query engines that compute over all relevant records can be accomplished in less than a

second when processed with AQP techniques. For latency-sensitive applications, such as interactive

data exploration and visualization, this trade-o↵ between performance and accuracy is acceptable

and often desirable.

To avoid scanning all data points associated with the query, AQP systems often use either

a sample of the dataset or precomputed summaries. Figure 1.1 illustrates the two typical AQP

system architectures. The first approach, which we refer to as sampling-based architectures, is

to collect a random sample of the dataset at query time and estimate query answers using the

samples. In this method, the cost and quality of the query are only a function of the sample size,

independent of the dataset size. Sampling-based architectures require no prior knowledge of the

query workload. However, the sample size required to produce good approximations can di↵er

greatly across workloads and datasets.
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Figure 1.1: Illustrations of the traditional precomputation-based and sampling-based AQP system
architectures, as well as the hybrid architecture studied in this dissertation.

The second approach, which we refer to as precomputation-based architectures, is to precompute

compact summaries (i.e., synopses [82]) or query answers and process queries by combining the

precomputed results. Since precomputed summaries and results are usually much smaller than the

original dataset, this approach can o↵er significant performance improvements at query time. Unlike

sampling, precomputation techniques are closely tied to query types and workloads. For example,

quantile queries and distinct value queries require two di↵erent summaries; precomputed biased

samples leverage knowledge of the workload, such as the sets of columns used.

The key design trade-o↵ in AQP systems is between the precomputation cost and query per-

formance. Existing AQP systems tend to fall into two extremes on this trade-o↵ spectrum. On

one extreme, taking random samples at query time requires no precomputation but is inaccurate,

especially for skewed datasets. Since it may be necessary to take a large number of samples to

achieve usable results, the performance benefits are limited. On the other extreme, exhaustively

precomputing and storing all possible query answers provides fast and accurate answers. How-

ever, since di↵erent queries require di↵erent precomputations, the precomputations can incur large

computation time and memory overheads. As a result, for many analytics tasks, users must choose

between large performance improvements with large precomputation overheads or small performance

improvements with random sampling.

1.2 Dealing with Limited Analyst Attention

The second part of this dissertation focuses on the gap between growing data volumes and limited

analysts’ attention. We investigate this gap in the context of monitoring systems.

The prevalence of automated data sources such as sensors, devices, and infrastructure has led to

increasing demands for monitoring. Large-scale Internet services aim to remain highly available to

users regardless of unexpected failures in the hardware and software infrastructure. Manufacturers
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wish to gain real-time insights into their millions of Internet of Things devices in warehouses and as-

sembly lines. Geologists measure ground movements of the earth to detect unusual seismic activities.

All the above use cases require 1) the continuous collection and charting of the underlying systems’

key performance metrics and 2) the ability to identify problems quickly as they arise. Failure to do

so can lead to severe outcomes: outages of Amazon S3 services have impacted thousands of other

services, and earthquakes cause thousands of deaths and injuries per year. In response to the large

monitoring needs, several new industry systems for collecting, storing, and analyzing these sensor

data have emerged in recent years.

The gap between data volumes and analysts’ attention is of particular importance in monitoring

applications. On the one hand, automated data sources can generate data at an overwhelming rate.

For example, scientific experiments such as the Large Hadron Collider deploy millions of sensors

to collect data, while Google ingests over 2.5 terabytes of data per second purely for monitoring

purposes. On the other hand, analysts often need to manually inspect and verify the results generated

by monitoring systems to take appropriate actions.

As a concrete example, at Microsoft’s cloud infrastructure teams, engineers monitor the perfor-

mance metrics from the millions of deployment configurations of their services and applications (e.g.,

application version ⇥ device type ⇥ network type ⇥ location) [2]. To detect unusual events such as

high message sending failure rates in real time, engineers rely on a combination of computationally

e�cient static rules and thresholds. A simple rule can be to automatically classify the performance

metrics in the top 1 percentile as outliers. However, with the large amounts of metrics collected,

returning even a tiny fraction of the raw data can overwhelm end-users, who must manually inspect

each result to determine whether it corresponds to an actual bug in the application.

We believe that the Microsoft example represents the experiences of many users of monitoring

systems – it is much easier to collect data than to make sense of it, and the analyses are often

bottlenecked by their own ability to sort through data points and configurations manually. As each

result presented to the end-user consumes their time and attention, monitoring systems can not

a↵ord to simply return raw data records to users. E�ciently utilizing analysts’ time requires careful

considerations of the content as well as the format of the presentation to maximize the utility of

each result shown.

While analysts can not manually inspect large amounts of data, machines can – monitoring sys-

tems can filter, highlight, and summarize data before it reaches a user. While di↵erent applications

may require di↵erent solutions, as a general principle, we think that analytics systems should im-

prove human e�ciency in interpreting data by focusing the end-users’ attention on a few important

results. To achieve this goal, systems can leverage appropriate computation primitives such as fil-

tering and aggregation to automatically explore the configuration and data space and summarize

and rank the results on behalf of users.



CHAPTER 1. INTRODUCTION 5

1.3 Overview of Contributions

As the gap between the abundant data volumes and the scarce processing resources continues to

widen, data analytics systems must evolve to address these new processing bottlenecks. Building

upon prior work, this dissertation makes the following claim:

Thesis Statement: Data analytics systems that 1) combine precomputation and query-time sam-

pling to improve computational e�ciency and 2) automatically detect and summarize unusual be-

haviors to improve human e�ciency scale to keep up with increasing data volumes from automated

data sources such as sensors and devices.

The rest of this section discusses the contributions made in this dissertation to support this claim

and provides a summary of the main results.

Part I: Improving Computational E�ciency

In the first part of this dissertation, we present AQP systems that improve computational e�ciency

by focusing limited computational resources on a subset of the data that contribute most to the

query results. Unlike existing solutions, our designs achieve large performance improvements with

practical precomputation overheads via a hybrid AQP system architecture that combines precom-

puted synopses with query-time sampling techniques (Figure 1.1, middle). The idea is to leverage

the precomputation phase to gather information about the dataset that can then be used to select

the data points that are top contributors to the answers at query time. Previous studies have also

recognized the benefits of connecting sampling- and precomputation-based architectures [246]. Our

contribution is to show that for some common analytics tasks, combining precomputation and sam-

pling leads to the first results that outperform random sampling in terms of query performance with

moderate precomputation overheads.

Specifically, we develop two AQP systems based on this hybrid architecture for aggregate queries.

The goal of these systems is to approximate the results of queries that take the form of a summation

of values from data points. The first is a system PS
3 (Partition Selection with Summary Statistics),

which enables weighted partition-level sampling to approximate aggregate SQL queries in big-data

clusters. The second system approximates kernel density estimations (KDEs) with random or biased

samples for high-dimensional data. Both systems leverage precomputed indexes and summaries to

help distinguish the relevance of the data points at query time. The following subsections describe

the two systems in greater detail.

PS3: Approximate Aggregate SQL Queries with Non-uniform Partition Samples. Large-

scale production query processing systems, such as Spark [22], F1 [292], SCOPE [58], store data in

large partitions (tens and hundreds of megabytes) and only support access at a coarse, partition-level
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granularity. Approximating query answers with row-level samples in these systems is ine�cient and

can require reads of many partitions. In contrast, a partition-level sample requires I/O costs that

are proportional to the sampling fraction. In fact, due to their appealing performance, partition-

level samples are already supported in commercial databases such as Hive [47], Oracle [239], and

Snowflake [299]. However, it is not known how to compute weighted samples over partitions, which

is necessary because a uniform partition-level sample can lead to large errors in the estimates due

to correlations between the rows in a partition.

Chapter 3 introduces PS
3, the first AQP system to enable weighted partition sampling to ap-

proximate aggregate SQL queries in big-data clusters. PS3 targets read-only and append-only data

stores, and explicitly chooses to improve query performance without requiring shu✏ing or reorgani-

zation of the dataset. PS3 adopts the hybrid architecture and leverages precomputed partition-level

summary statistics to improve the relevance of the sampled partitions at query time. This design

raises two questions of what summaries statistics to compute and how to use them.

To determine what statistics to compute, we reference systems such as Spark [255] and Oracle

Database [238], which already maintain partition-level summary statistics such as the maximum and

minimum values of a column for query optimization purposes. Following similar design consider-

ations for memory and storage footprints, we propose a set of sketches – measures, heavy hitters,

distinct values, and histograms – to generate summary statistics during precomputation. These

sketches are both cheap enough to compute and store and su�ciently discriminative to support

decisions such as whether the partition contributes large values to the query answer. To answer the

second question of how to use the precomputed statistics to improve partition sampling, we develop

novel algorithms to assess the similarity (via clustering) and importance (via learning) of partitions

based on statistics at query time.

Our experiments on several real-world datasets demonstrate that to achieve the same relative

error as uniform partition sampling, PS3 o↵ers a 2.7⇥ to 70⇥ reduction in the number of partitions

read, and the statistics stored per partition require fewer than 100 KB.

HBE: Approximate Kernel Density Estimation with Hashing. KDE provides normal-

ized and di↵erentiable probability densities that are useful in many applications, including visual-

ization [195], domain science [153, 271, 315] and density-based outlier detection [100]. Despite its

usefulness, the complexity of density computation grows quadratically with the size of the dataset.

This work aims to, with some precomputation, e�ciently estimate the KDE at a query point with

(1± ✏) multiplicative accuracy.

Our work builds upon recent theoretical developments that have led to the first approximation

algorithm, Hashing-Based-Estimator (HBE), with worst-case asymptotic improvements over ran-

dom sampling in high dimensions [63]. Following the hybrid architecture design, HBE precomputes

a specialized hash index to enable query-time sampling of data points that contribute heavily to

the density estimates with higher probability. However, these advances are largely theoretical to
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concerns such as large precomputation overheads and diminishing gains in non-worst-case datasets.

In Chapter 4, we translate these theoretical ideas into a practical AQP system for KDE that demon-

strates empirical improvements over competing methods.

To do so, we first reduce the superlinear precomputation time and memory of the hashing via

sketching. The sketch allows us to perform precomputation on a small subset of the dataset while

preserving the properties of the hash index. Second, while HBE is provably better than random

sampling in worst-case scenarios, it can underperform random sampling on specific datasets. Accord-

ingly, we introduce a cost-based optimizer that compares the sampling e�ciency of the two methods

on a per-dataset basis to select the more e�cient query plan. Finally, we relax the conditions of the

sampling procedure introduced in the original work, thus reducing the constant overhead by at least

an order of magnitude.

Our experiments show that the system o↵ers up to a 10⇥ improvement in the average time

required to evaluate the kernel density on a query point for a range of synthetic and real-world

datasets. With the sketching procedure, the precomputation cost is reduced by at least 300⇥ for

the datasets we experimented with and therefore remains competitive against alternatives.

Part II: Improving Human E�ciency

In the second part of this dissertation, we present two monitoring applications that improve human

e�ciency by helping focus end-users’ attention on important behaviors in the large data volumes.

Both applications target time series data collected from sensors and devices. The first is a visualiza-

tion operator ASAP (Automatic Smoothing for Attention Prioritization) designed to automatically

smooth time series to highlight significant trends and deviations. The second is an earthquake detec-

tion system, FASTer, which identifies potential earthquake candidates by searching and aggregating

similar patterns across sensors.

The focus on reducing analysts’ workload has significantly improved the usability of both ap-

plications, as reflected by the real-world usages and adoptions: ASAP has been incorporated into

several open-source tools and monitoring systems, and FASTer has enabled new scientific discoveries.

The following subsections present the two applications in greater detail.

ASAP: Automatic Smoothing in Time Series Visualization. Application developers, site

operators, and DevOps engineers rely on the charting and visualization of key performance metrics,

usually presented in the form of time series, to perform monitoring, health checks, alerting, and

analyses of unusual events such as failures [44, 160]. However, the e�cient visualization of time

series data remains a challenge. Since many metrics are inherently noisy, presenting the raw data

can lead to unreadable graphs. As data volumes increase, even small-scale fluctuations in data values

can obscure overall trends and behaviors.

Chapter 5 introduces a visualization operator ASAP designed to “distort” visualizations (e.g.,

by selecting an appropriate time scale for the presentation that hides local noise and fluctuations)
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to prioritize users’ attention towards significant deviations. ASAP, therefore, di↵ers from existing

smoothing techniques that are designed to produce visually indistinguishable representations of the

original data (e.g., [173, 318]). To achieve ASAP’s design goal, we propose the simple strategy of

smoothing time series visualizations as much as possible while preserving large-scale deviations. This

raises two key questions. First, how can we quantitatively assess the quality of a given visualization

in removing small-scale variations and highlighting significant deviations? Second, how can we use

the quantitative metrics to produce high-quality visualizations at scale?

To quantitatively assess the visualization quality, we propose a novel problem formulation com-

bining two metrics: variances of di↵erences for measuring the smoothness of time series and kurtosis

for measuring the preservation of outlyingness and deviations. Our user studies demonstrated that

this combination correlates with users’ ability to perceive trends and deviations in time series. Com-

pared to displaying raw data, smoothing visualizations using these metrics improves users’ accuracy

in identifying anomalies by up to 38.4% and decreases response times by up to 44.3%.

However, an exhaustive search for smoothing parameters using the above metrics requires over

an hour for 1 million points, in contrast to the sub-second response times required by our appli-

cations. To address the second question of scalability, ASAP introduces several optimizations that

combine traditional query optimization techniques with visualization properties, such as pushing

down constraints from the resolution of display devices to reduce the search space of the smoothing

parameters. ASAP is implemented as a time series explanation operator in the MacroBase anomaly

detection and explanation engine [29], and as an open-source JavaScript library1. The resulting

ASAP prototypes demonstrate order-of-magnitude runtime improvements over alternative search

strategies while producing high-quality smoothed visualizations.

FASTer: End-to-End Earthquake Detection. FASTer2 is an unsupervised, end-to-end earth-

quake detection system built in collaboration with geologists at Stanford University. Based on the

high waveform similarity between reoccurring earthquakes, FASTer identifies potential earthquakes

by performing a pairwise similarity search on ground motion measurements collected from seismome-

ters. A prototype implementation based on locality-sensitive hashing (LSH) already shows promises

of enabling discoveries of low-magnitude earthquakes [108].

However, geologists have encountered two bottlenecks in scaling this analysis beyond three

months of continuous data collected at a single seismic station. Contrary to what theory suggests,

the actual runtime of LSH in FASTer grows almost quadratically with the data size. One reason for

this poor scaling is that seismic data is highly noisy and contains many similar time series patterns

generated from repeating background noises. These large numbers of similar, non-seismic patterns

also crippled seismologists’ ability to manually sift through the output, which can number in the

billions of events. To address the computation bottleneck, FASTer leverages domain knowledge,

1
Demo and code available at http://futuredata.stanford.edu/ASAP

2
Tutorial and code available at https://github.com/stanford-futuredata/FAST

http://futuredata.stanford.edu/ASAP
https://github.com/stanford-futuredata/FAST
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Target Bottleneck

Chapter Task Computation Human
3 Approximate Aggregate SQL Queries X
4 Approximate Kernel Density Estimation X
5 Time Series Visualization X
6 End-to-End Earthquake Detection X X

Table 1.1: Dissertation Overview

such as the occurrence frequency of earthquakes, to prune noise-related events early in the process-

ing and accelerate the similarity search computation. To address the attention bottleneck, FASTer

aggregates raw similarity search outputs across multiple seismic stations to improve the confidence

of detected events and reduce the volume to be manually inspected.

Using algorithmic design, optimization based on domain knowledge, and data engineering, we

scale the earthquake analysis to ten years of continuous data collected from multiple stations. Com-

pared to supervised methods, FASTer has a much lower false-positive rate, which saves analysts

time in result validation. This overall improved scalability has enabled new scientific discoveries,

including the detection of previously unknown earthquakes in New Zealand and near a nuclear power

plant in California.

1.4 Organization

In this dissertation, we develop systems and algorithms that e�ciently use the limited computational

resources and analysts’ time to scale up the data volumes being processed. Each piece of work

addresses one or more processing bottlenecks for specific analytics tasks (Table 1.1). The dissertation

is organized as follows:

1. Chapter 2 provides background and describes related work in visual analytics systems as well

as the approximation and hashing techniques that our work draws upon.

2. Chapter 3 presents PS3, the first AQP system to support weighted samples over data partitions.

PS
3 leverages precomputed summary statistics to better sample data partitions at query time.

PS
3 o↵ers up to a 70⇥ reduction in the query execution time to achieve the same error as

uniform partition sampling, with a per-partition storage overhead of less than 100 KB.

3. Chapter 4 describes HBE, an AQP system for approximating kernel density estimation in high

dimensions. HBE precomputes a specialized hash index to better sample data points that

contribute significantly to the density at query time. With several improvements that reduce

the precomputation and sampling overheads, HBE performs up to 10⇥ faster at query time

on real-world datasets than the second-best method with comparable precomputation costs.
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4. Chapter 5 introduces ASAP, a new analytics operator that produces summary visualizations

that highlight large-scale trends and deviations in time series. Specifically, ASAP automatically

smooths streaming time series by adaptively optimizing the trade-o↵ between noise reduction

and trend retention and is optimized to execute at scale. We demonstrate that ASAP can

improve users’ accuracy in identifying long-term deviations in time series by up to 38.4% while

reducing response times by up to 44.3%.

5. Chapter 6 presents a case study scaling FASTer, an end-to-end earthquake detection system

created in collaboration with geologists at Stanford. Incorporating domain knowledge of the

earthquake events helps address the processing bottlenecks related to computational resources

and manual inspections of results. Our optimizations resulted in an over 100⇥ end-to-end

speedup and have enabled discoveries of new earthquake events.

6. Chapter 7 discusses the limitations of the proposed approach and concludes by outlining di-

rections for future work.

The contents of Chapter 3 are adapted from our VLDB’20 paper [268]. The contents of Chapter

4 are adapted from our ICML’19 paper [295]. This work was done in collaboration with PhD student

Paris Siminelakis. I contributed to the development of the hashing-based sketch and the cost-based

optimizer, and I was responsible for the experimental evaluation. The contents of Chapter 5 are

adapted from our VLDB’17 paper [266]. The contents of Chapter 6 are adapted from our VLDB’18

paper [269]. This work was done in collaboration with PhD students Clara Yoon (Geophysics) and

Karianne Bergen (Institute for Computational and Mathematical Engineering). I was responsible

for the implementation and optimization of the end-to-end system and the experimental evaluation.

The contributions of this dissertation have also had real-life usages and deployments. In particu-

lar, ASAP has been incorporated into the open-source monitoring tool Graphite [341], TimescaleDB

Toolkit [23], and a JavaScript library downsample [231]. ASAP has also directly inspired an auto

smoother for real-time dashboards at Datadog [26]. In addition, the improved scalability and us-

ability of FASTer has led to the discovery of hundreds of new earthquake events and a publication in

the seismology journal Bulletin of the Seismological Society of America [338]. FASTer is open-source

and has received interest from researchers globally, including McGill University, University College

London, the Dublin Institute for Advanced Studies, Austral University of Chile, and the National

Geophysical Research Institute in India.



Chapter 2

Background and Related Work

This chapter provides background context and reviews related work on relevant approximation and

hashing techniques and visualization systems. Section 2.1 reviews the precomputation costs and

query performance trade-o↵s in existing AQP systems. Section 2.2 reviews locality-sensitive hashing,

a hashing technique that we repeatedly used during precomputation to improve the computational

e�ciency of specific analytics tasks. Section 2.3 reviews related work on visualization recommenda-

tion systems, which share our design goals of improving human e�ciency in identifying important

behaviors in data.

2.1 Approximate Query Processing

AQP systems allow users to trade o↵ between accuracy and query execution time. In applications

such as interactive data exploration and visualization, this trade-o↵ is not only acceptable but

often desirable: many studies have shown that shorter response times can lead to increased user

productivity in exploratory analyses [55,208]. The ability to provide approximate answers to queries

at a fraction of the actual cost enables analysts to explore large datasets e�ciently, interact with

visualizations in real-time, test hypotheses quickly and identify problematic subsets of the data for

drill-down analyses.

AQP techniques focus on aggregate queries of the form: SELECT agg FROM table WHERE condition

GROUP BY dimensions. The query computes a SUM-like aggregation over user-defined functions in-

volving one or more numeric columns, along with optional predicates and group-by operators. These

queries are common and important in online analytical processing (OLAP) workloads and business

intelligence and decision support applications [71].

Existing AQP techniques can be broadly classified into two categories: sampling-based and

precomputation-based [202]. These techniques o↵er di↵erent trade-o↵s in precomputation costs and

query performance gains, which we discuss in greater detail below.

11
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2.1.1 Sampling-based AQP

Sampling-based techniques compute a dataset sample when a query arrives and use the sample to

estimate query answers. Taking a uniform sample of the dataset during query processing is always

possible and requires no prior knowledge of the query workload and no precomputation.

Confidence intervals (CIs) are often used to communicate result quality to users for sampling-

based methods. For example, a 95% CI of x± ↵ means that the true value of the query answers is

within ±↵ of the current estimate x with 95% probability. Depending on assumptions on the data

distribution and the form of the queries, CIs can be computed using closed-form estimations based

on the central limit theorem or tail bounds such as Hoe↵ding’s inequality [157], or using simulation-

based methods such as bootstrap [109]. The former requires manual derivations and only applies to

relatively simple queries, while the former can handle arbitrarily complex queries, albeit at a much

higher computation cost [7]. Although CIs are widely used as error measures, recent studies have

shown that visualizations with CIs can cause users to underestimate the variability of results [158].

Therefore, many opportunities remain in designing interfaces to communicate error and uncertainty

to users in AQP systems e↵ectively.

Although computation is much more e�cient using samples, two factors limit the performance

gains enabled by query-time sampling techniques. First, the cost of sample construction during query

time is non-trivial. Without any precomputation, query-time sampling techniques often require at

least one full pass over the data to generate random samples, limiting the best-case gains. For

example, a recent study on a production AQP system at Microsoft shows that sampling only o↵ers

significant speedups for complex queries where substantial processing remains after the initial sam-

pling pass [176]. Second, random sampling can lead to large errors in the estimates for rare records

and subgroups. For group-by queries with small groups and datasets that exhibit significant value

skew, random sampling may miss the small groups and records with large values entirely. Since skew

in data distribution and query results are expected in practice, performance improvements enabled

by random sampling can be limited.

The following sections discuss two lines of work that collect random samples at query time.

Query-time Sampling. One line of work focuses on developing e�cient uniform sampling oper-

ators that expose the performance and quality trade-o↵ to users via a parameter that specifies the

desired sampling fraction. Early work in the development of such operators started in the 1990s [237],

and uniform sampling operators are supported in most databases and big-data systems today.

While it is relatively straightforward to support uniform sampling for a simple aggregation query

over the entire dataset, designing sampling operators for more complex queries with predicates,

group-bys, and joins requires additional consideration. To support many-to-many joins, for example,

we would like to take a random sample over the join results of the two tables (join-then-sample)

instead of sampling each table independently at random before joining (sample-then-join). However,

the former is much more expensive since it involves a full join. Many e↵orts have been made
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in designing new algorithms and query optimization techniques that support pushing down the

sampling operator past group-bys and joins [73, 179,340].

Online Aggregation. Online aggregation (OLA) also collects uniform samples of the dataset at

query time [60,142,151,240]. Instead of asking users to specify a sampling fraction upfront, in OLA,

query estimates are progressively refined as more samples are processed, and the sample sizes can be

determined dynamically according to desired result quality (e.g., measured via confidence intervals)

or time constraints.

One caveat for OLA methods is that they typically assume that records are processed in a random

order or that each prefix of the input is a uniform sample of the dataset. Otherwise, progressively

generating random samples would incur high I/O costs from repeat random accesses over the data.

The prefix requirement means that the data platforms need to either require random shu✏ing as an

expensive preprocessing step [54], or actively maintain random samples, which can be challenging

under insertions and deletions [128, 169, 232]. Therefore, OLA techniques require more work to

integrate into existing data platforms compared to query-time sampling techniques.

2.1.2 Precomputation-based AQP

Precomputation-based techniques compute compact summaries of the dataset based on prior knowl-

edge of the workload and combine precomputed results to answer queries approximately at query

time. Precomputation takes a variety of forms, ranging from specialized sketches designed for par-

ticular queries to generic summaries such as precomputed samples.

A related idea to precomputation is materialized view. A materialized view contains precomputed

query results for a small set of important queries [145,149]. The main di↵erence is that materialized

views provide exact answers while AQP techniques provide approximate answers. The discussions

below focus on precomputation techniques for AQP.

Sketches. Precomputed sketches are compact summaries of the dataset, usually designed to sup-

port specific aggregate queries [82]. Sketches have had much influence from the streaming processing

community [229], which focuses on settings where there is not enough space to retain all data, and

data must be processed on-the-fly as it arrives. As a result, sketches are usually compact and can

be computed in one pass over the dataset. The sizes of sketches are determined by the desired

error guarantee of the approximation, a parameter that users can tune based on their needs. Once

computed and stored, the sketches can be used to answer queries approximately without needing

access to raw data, leading to significant query performance improvements.

We describe a few common types of sketches below. See [85] for an in-depth survey on this topic.

• Distinct value sketch helps answer COUNT and COUNT DISTINCT queries such as estimating the

number of distinct IP addresses visiting a website. Examples of distinct value sketch include

the HyperLogLog sketch [117] and the KMV (k minimum values) sketch [32].
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• Heavy hitter sketch helps track “hot” items and their frequencies to answer queries such as

finding top keywords in recent Google search queries. A class of heavy hitter sketches uses de-

terministic algorithms based on counters (e.g., MG sketch [225] and SpaceSaving sketch [223]),

while others use randomized algorithms based on hashing techniques (e.g., Count sketch [62]

and Count-Min sketch [84]).

• Quantile sketch helps answer queries such as computing the 99th percentile latency for the

web application. Some quantile sketches assume that inputs are drawn from a fixed domain

(e.g., Q-Digest [290]), while others are purely based on comparisons and relative ordering of

items (e.g., the GK sketch [139] and the KLL sketch [181]).

While these sketches can enable significant improvements in query performance, they only sup-

port limited types of aggregate functions. It is also non-trivial to support queries with predicates

and group-bys. Taking the heavy-hitter query that tracks top keywords in Google queries as an

example. If we were to query for top keywords in di↵erent regions in the states and over di↵erent

time windows, we would need to partition the dataset by time and geographic coordinates, and store

one sketch for each combination. During query time, sketches for relevant data partitions can be

merged to answer queries with predicates over location and time. It is easy to see that the total

space required to store these sketches grows exponentially as we increase the number of dimensions

in queries. Therefore, large compute and storage overheads are required to enable slicing and dicing

along di↵erent dimensions in a dataset.

Samples. In addition to specialized sketches, precomputation can also take the form of “generic”

summaries such as samples. Based on knowledge of the data distribution and the query workload,

AQP systems can precompute and store a biased sample of the dataset, which is used to produce

approximate query answers during query time. Compared to taking uniform samples at query time,

precomputed samples avoid full scans of the original dataset, o↵ering faster query response time.

Compared to uniform samples, precomputed samples can also provide more accurate results for

outliers, skewed datasets, and rare groups in group-by queries.

Many techniques have been proposed to improve the quality of precomputed samples, such as

using stratified sampling techniques to allocate appropriate sampling fractions to di↵erent subsets

of the dataset. One line of work improves precomputation using information about the dataset.

For example, outlier indexes [67] and small group sampling [27] augment uniform samples with a

small number of samples with outlying values or from rare groups; congressional sampling optimizes

sampling fractions across all possible groups in group-by queries to maximize the accuracy [3, 5].

Other works have leveraged information about the query workload. For example, BlinkDB abstracts

workload information into sets of columns that appear in a query (called QCSs) and allocates the

sampling budget across di↵erent QCSs instead [9].

However, a known problem with both materialized views and precomputed samples is the large
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storage overheads. Prior work has shown that it is challenging to construct a sample pool that

o↵ers good results for arbitrary queries given feasible storage budgets [179]. For precomputation

techniques that leverage workload information, maintaining the precomputed samples under shifts

in workload distributions can also be an additional expensive recurring cost.

In summary, existing AQP techniques demonstrate an unsatisfactory trade-o↵ between small

performance improvements with random sampling or large improvements with large precomputa-

tion overheads. Instead, we seek to combine the best of both worlds by leveraging precomputation

not to estimate query answers directly but to provide additional information to improve sampling

decisions at query time. A recent system AQP++ [247] also proposed to connect precomputation-

and sampling-based methods, albeit via a di↵erent approach of using samples to estimate the di↵er-

ence between actual and precomputed query answers. Our approach is similar to the idea of using

auxiliary data structures to augment random sampling (e.g., outlier index [67]), except that our

approach performs non-uniform, importance-style sampling at query time. In Chapters 3 and 4, we

introduce two AQP systems that leverage precomputed synopses and hashing indexes to improve

the sampling e�ciency at query time.

2.2 Locality-Sensitive Hashing

LSH is a well-known probabilistic method for dimensionality reduction. LSH hashes similar high-

dimensional data to the same hash bucket in the low-dimensional space with high probability.

LSH was first introduced as a new technique for approximate nearest neighbor search in high

dimensions [168], which have numerous applications in fields such as information retrieval [97],

recommendation systems [275], image and video databases [113], and machine learning [14,88,116].

Prior to LSH, indexing techniques for similarity searcher were largely based on tree-style space parti-

tioning methods [37,115,282], which degrade to linear searches for su�ciently high dimensions [326].

At around the same time, motivated by applications to cluster documents and deduplicate webpages,

Broder et al. introduced min-wise independent permutations to approximate set similarities [51–53].

Min-wise independent permutations are, in fact, a special instance of an LSH scheme. More formally,

an LSH family is defined as follows:

Definition. Let F be a family of hash functions defined for a metric space M = (M,d). A hash

function in the family f : M! S maps elements from the metric space to hash buckets s 2 S. For

any two points x, y 2 M and any hash function f 2 F , F is said to be (d1, d2, p1, p2)-sensitive for

parameters d1 < d2, p1 > p2:

1. If d(x, y)  d1, then f(x) = f(y) with probability at least p1.

2. If d(x, y) � d2, then f(x) = f(y) with probability at most p2.
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Intuitively, this definition ensures that similar items are much more likely to get hashed to the same

hash bucket than dissimilar items. LSH, therefore, allows the similarity search to focus on a small

set of nearby items instead of searching the entire dataset. To locate a close neighbor of a query

item, it often su�ces to check only the items that fall into the same hash bucket as the query.

Classic LSH algorithms select hash functions from a distribution independent from the data. A

more recent line of work aims to improve the e�ciency of classic LSH algorithms by constructing the

hashing scheme in a data-dependent manner [19]. While data-dependent LSH shows improvements

over classic LSH in Euclidean and Hamming spaces [20], the former do not naturally support insertion

and deletion operations, unlike the classic LSH algorithms. In this dissertation, we applied existing

LSH techniques and did not contribute to the development of new hashing schemes.

2.2.1 LSH for Nearest Neighbor Search

The nearest neighbor search problem is the following: given a set of points P in some metric space

M and a query point q 2 M, find the point in P that is closest to q. For example, M can be

the d-dimensional Euclidean space Rd under Euclidean distance (l2 norm) or Manhattan distance

(l1 norm). Two variants of this problem have also been widely studied: k-nearest neighbor (k-NN)

search and ✏-approximate nearest neighbor search. The k-NN search finds not only one, but k closest

points to the query point. The ✏-approximate nearest neighbor search finds all points that are within

a distance of (1 + ✏)R to the query point, where R defines the distance between the query point

and its true nearest neighbor. We focus the discussion below on the approximate nearest neighbor

(ANN) search problem.

Many algorithms have been proposed to find approximate nearest neighbors, most notably graph-

based and hashing-based methods. Graph-based methods construct a nearest neighbor graph from

the dataset, where each node corresponds to a data point and nodes are connected to its nearest

neighbors via directed edges [103,144]. Most graph-based methods process ANN queries by making

greedy traversal steps on the graph towards the query point [150, 214, 215]. Graph-based methods

have shown empirically promising results in recent performance benchmarks [25], but many open

questions remain regarding the theoretical guarantees that they can achieve [118,194,257]. Hashing-

based methods, on the other hand, project data points into a low dimensional representation and

construct an index by storing data that share the same representation into a hash bucket1. As

explained above, the locality-sensitive property guarantees that similar items are more likely hashed

to the same hash bucket than dissimilar items, making the index an e�cient data structure for

ANN search. Many locality sensitive hashing schemes have been developed for a range of similarity

measures (Table 2.1). LSH remains one of the most widely used techniques for approximate similarity

search in the database and data mining communities [90, 133,216,259].

1
We omit other hashing techniques for ANN search here, such as using hash codes to approximate the distance

between data points. [324] provides a survey on this topic.
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Hash Function Similarity Measure
MinHash [51] Jaccard similarity

Original LSH [168] Hamming distance
SimHash [65] Cosine similarity
E2LSH [93] Euclidean distance

Table 2.1: Example LSH hashing schemes and similarity measures

LSH-based nearest neighbor search algorithms generally work as follows. In the precomputation

phase, we construct a few independent hash tables from the dataset. In the query phase, we consider

a data point a nearest neighbor candidate if it lands in the same hash bucket as the query point

in any of hash tables. We compute the actual distances between the query point and retrieved

candidates and return ones that satisfy the distance threshold. To search large datasets e�ciently,

we hope that dissimilar items will not get hashed to the same hash bucket (low false positives), so

that most of the items we retrieve are true near neighbors; to get high-quality results, we hope that

similar items get hashed to at least one of the hash tables (low false negatives), so that our candidate

set covers most of the query item’s true nearest neighbors. Users can tune the quality of LSH-based

ANN search via two main parameters (k, l):

• k controls the precision of the search. Given a (d1, d2, p1, p2)-sensitive family F , it is possible to

a new (d1, d2, pk1 , p
k
2
)-sensitive family G by concatenating k independently chosen hash functions

f1, ..., fk from F . For each hash function g in the new family, g(x) = g(y) if and only if

fi(x) = fi(y) for all i = 1, 2, ..., k. Large values of k reduces the false positives by requiring

nearest neighbor candidates to match all k hash values simultaneously.

• l controls the recall of the search. We construct l independent hash tables, each of which uses

hash functions g1, g2, ..., gl that are chosen independently and uniformly at random from G.

Given a query item q, the algorithm collects the contents of the hash bucket that the query

falls into from each table gi(q), ..., gl(q), and returns the union of the l buckets as the candidate

set. Large values of l reduces the false negatives by increasing the total number of hash buckets

to be checked, at the cost of increased precomputation cost.

We illustrate the e↵ect of these parameters with a concrete example using MinHash [51]. For two

d-dimensional binary vectors x, y 2 {0, 1}d, MinHash guarantees that the probability x, y are hashed

to the same bucket (also called collision probability) equals their Jaccard similarity: J(x, y) = |x\y|
|x[y| .

For two items with collision probability p, concatenating k hash functions e↵ectively decreases this

probability to pk, and using l hash tables increases the probability that the two items become

nearest neighbor candidates with probability 1 � (1 � pk)l. This function takes the form of an

S-curve, regardless of choices of k and l (Figure 2.1).

Chapter 6 presents a novel application of LSH-based ANN search in earthquake detection. The

application leverages the property that reoccurring earthquakes have near-identical waveforms and
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Figure 2.1: The probability that two items become nearest neighbor candidates under a varying
number of hash functions k and hash tables l using MinHash. The probability takes the form of an
S-curve, regardless of choices of k and l.

performs an all-pair similarity search on seismic data using MinHash LSH. However, we found

that an o↵-the-shelf implementation of LSH was often proved insu�cient, and that domain-specific

optimizations were necessary to enable LSH performances to meet the requirements of our analytics

tasks. For example, the original Minhash implementation showed near quadratic scaling of query

time with the dataset size due to repeating noises and correlations in seismic signals. We leveraged

domain-specific filters and constraints to prune large hash buckets containing repeating background

noise, which significantly improved the search e�ciency. We also observed that LSH parameters

with similarity success probability curves can have vastly di↵erent query performance in practice.

In fact, automatic tuning of LSH parameters remains an active area of research [33,104]. We believe

that the challenges and opportunities of adapting class LSH algorithms into a specific domain o↵er

valuable lessons for future researchers, such as the importance of incorporating domain knowledge

and handling of data skew.

2.2.2 LSH for Sampling

While LSH has been most commonly associated with ANN search, a recent line of work explores

the idea of using LSH as a sampler. On the high level, the idea works as follows. During the

precomputation phase, we construct an index on the dataset using appropriate LSH families and

parameters. During the query phase, we sample items from hash buckets that the query item falls

into, and weigh the samples appropriately according to the collision probability.

To see how LSH-based sampling could help, we first introduce the importance sampling technique.

Suppose that we want to estimate the mean of a function f over distribution X. Therefore is an

event E for which P(E) is small, but f(x) is close to zero outside E. A simple uniform sample over

the distribution X is unlikely to contain any point inside E and therefore, leads to large errors in

the estimate. Ideally, we would like to get more samples in E, and we can achieve so by obtaining

samples from a di↵erent distribution that over-samples the important regions/events. Importance
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sampling refers to this technique for estimating properties (e.g., mean) of a particular distribution

with samples generated from a di↵erent distribution. Concretely, suppose that our goal is to estimate

µ = 1

n

Pn
i=1

xi. The quality of this estimate depends on the variance of the data distribution. We

have a separate sampling distribution Q over [n] such that P(Q = i) = qi. An unbiased estimator

for µ is given by sampling I 2 [n] according to Q and averaging importance weights wI

qI
across the

samples. We can reduce the variance of the estimator by setting Q appropriately, and the minimum

variance is obtained by setting q⇤i = xiP
j
xj

, or sampling data points with probability proportional to

their contribution to the final estimate.

The key insight behind this sampling view of LSH is to take advantage of the fact that the

collision probability is defined precisely in LSH families. Therefore, we can manipulate the collision

probability to construct our desired sampling distribution by choosing the appropriate hash families

and search parameters (k, l). For example, [63] shows that with specific choices of k, Euclidean

LSH [93] can create collision probabilities appropriate for approximating kernel density estimates

with Exponential and Gaussian kernels. Similarly, [300] shows that MIPS LSH [288], with appro-

priate choices of k, l, creates good sampling distributions for approximating partition functions in

log-linear models. This idea has been used in several applications, such as in improving the training

and inference e�ciency of large neural networks [74, 189,301].

Chapter 4 leverages LSH-enabled importance sampling to approximate KDEs. This is a direct

follow-up work of Hashing-Based-Estimator [63], which first demonstrated provable improvements

over random sampling for the approximation problem in high dimensions. Our focus, however, is on

the practical challenges that prevent the theoretical advances in sampling e�ciency from translating

into actual speedups in query performance. For example, HBE’s precomputation phase requires

constructing many hash tables over the entire dataset, the cost of which can outweigh gains in the

downstream sampling e�ciency. To address this challenge, we introduced a sketch that significantly

reduces hash table sizes while preserving the properties of the hashing step. By improving several

aspects of the HBE, such as the precomputation overheads described above, we demonstrate for the

first time that this hashing-based approach can outperform random sampling in query performance

on real-world datasets.

2.3 Visualization Systems

Information visualization is “the use of computer-supported, interactive, visual representations of

abstract data in order to amplify cognition” [57]. Visualization allows a large amount of data to be

represented in a limited space [313], and enhances the recognition of patterns through abstraction

and the selective omission of information [264]. Given the large volumes of data generated today,

data analysts increasingly rely on visualization tools such as Excel and Tableau to assist in data

understanding and decision making.
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To help amplify cognition, prior works have explored methods to automatically generate and

recommend visual representations of the data, which can be particularly useful for use cases such

as exploratory analyses [314]. For example, Mackinlay’s pioneer work APT [212] enumerates the

visualization space via a composition algebra and prunes and ranks visualizations based on a set of

expressiveness and e↵ective criteria. Tableau’s Show Me [213] demonstrates that setting good default

configurations in visualizations improves the user experiences of both new and experienced users.

Building upon this line of work, visualization systems that automatically generate and recommend

visualizations to users have recently become a topic of active interest in the database and human-

computer interaction communities [227,316,329,330].

Two common challenges of designing and implementing visual recommendation systems are scal-

ability and utility. First, the system must search through a large number of candidates (e.g., tens

of thousands of visualizations in ZenVisage [294]) while being able to respond at interactive speeds.

Recent systems such as SeeDB [317] have leveraged query optimization inspired techniques to prune

low-utility visualizations and share computation from multiple queries to enable scalable visualiza-

tion recommendations. Second, the system must quantitatively assess the interestingness of visual-

izations, which can vary across di↵erent use cases. For example, Profiler [175] is a visual analysis

tool designed specifically for discovering data anomalies. Therefore, its ranking metric is based on

the mutual information between detected anomalies and data columns. In contrast, Voyager [329]

is a general recommendation-powered visualization browser that does not have knowledge of users’

tasks. Therefore, it aims to provide a diverse set of visualizations for users to examine ranked by

the perceptual e↵ectiveness metrics proposed by early work [80,212].

Chapter 5 introduces ASAP, a visualization operator designed to recommend smoothing param-

eters for time series visualizations in monitoring dashboards that can help hide local fluctuations

and highlight large-scale trends and deviations. Similar to Show Me, ASAP tries to improve user

experiences by setting smart defaults. The fast-arriving nature of data streams combined with the

need to identify abnormal behaviors require a new solution to address the unique scalability and

utility challenges in monitoring applications. ASAP leverages both resolution constraints from the

display device and statistical properties of the dataset to prune the search space and enable inter-

active rendering for streaming data. ASAP also introduces novel metrics to quantify the quality

of the smoothed visualizations in highlighting large-scale deviations, the e↵ectiveness of which are

validated via user studies.
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Chapter 3

PS3: Approximate Query

Processing with Partition Samples

This chapter presents PS3, the first AQP system to support non-uniform samples over data partitions

via the novel use of precomputed partition-level summary statistics. Much of the existing AQP

literature focuses on row-level samples [5,27,67], but constructing a row-level sample can be expensive

when data is stored in media that does not support random access (e.g., flat files in data lakes and

columnar stores [99,293]). For example, if data is split into partitions with 100 rows, a 1% uniform

row sample would in expectation require fetching 64% (1�0.99100) of the partitions; a 10% uniform

row sample would touch almost all partitions. Recent work from a production AQP system has

shown that row-level sampling only o↵ers significant speedups for complex queries where substantial

query processing remains after the sampling [177].

In contrast to row-level sampling, the I/O cost of constructing a partition-level sample is pro-

portional to the sampling fraction1. In the example above, a 1% partition-level sample would only

read 1% of the data. We are especially interested in big data clusters, where data is stored in

chunks of tens to hundreds of megabytes rather than in disk blocks or pages which are typically a

few kilobytes [130, 293]. Partition-level sampling is already used in production due to its appealing

performance: commercial databases create statistics using partition samples [91, 239] and several

Big Data stores allow sampling partitions of tables [47, 253,299].

However, a key challenge remains in how to construct partition-level samples that can answer a

given query accurately. Since all or none of the rows in a partition are included in the sample, the

correlation between rows (e.g., due to layout) can produce inaccurate answers. A uniformly random

partition-level sample is not representative of the dataset unless the rows are randomly distributed

among the partitions [69], which rarely occurs in practice [54]. In addition, even a uniform random

1
In this chapter, we use the term “partition” to refer to the finest granularity at which the storage layer maintains

summary statistics.
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Figure 3.1: Our system PS
3 makes novel use of summary statistics to perform importance and

similarity-aware sampling of partitions.

sample of rows can miss rare groups in the answer or miss the rows that contribute substantially

to SUM-like aggregates. It is not known how to compute non-uniform samples (e.g,. [5, 101]) over

partitions, which would help with queries with group-bys and complex aggregates.

Our system PS
3 (Partition Selection with Summary Statistics) supports AQP via weighted par-

tition selection (Figure 3.1). Our primary use case is in large-scale production query processing

systems such as Spark [22], F1 [292], and SCOPE [58] where queries are read-only and datasets

are bulk appended. Our goal is to minimize the approximation error given a sampling budget, or

fraction of data that can be read. Motivated by observations from production clusters at Microsoft

and in literature that many datasets remain in the order that they were ingested [178], PS3 does

not require any specific layout or re-partitioning of data. Instead of storing precomputed sam-

ples [9, 27, 68], which requires significant storage budgets to o↵er good approximations for a wide

range of queries [71, 179], PS3 performs sampling exclusively during query optimization. Finally,

similar to the query scope studied in prior work [9,242,305], PS3 supports single-table queries with

SUM, COUNT(*), AVG aggregates, GROUP BY on columnsets with moderate distinctiveness, predicates

that are conjunctions, disjunctions or negations over single-column clauses.

PS
3 novelly combines a set of inexpensive, precomputed partition-level summary statistics to

help select partitions that are most relevant to a query. The key question is which statistics to

use. Systems such as Spark [255] and Oracle Database [238] already maintain statistics such as the

maximum and minimum values of a column to assist in query optimization [178]. Following similar

design considerations, we look for statistics with small space requirements that can be computed
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for each partition in a single pass at ingest time. For functionality, we seek statistics that are dis-

criminative enough to support decisions such as whether the partition contributes disproportionally

large values of the aggregates. We propose such a set of statistics for partition sampling – measures,

heavy hitters, distinct values, and histograms – that includes but expands on conventional catalog-

level statistics. The total storage overhead scales with the number of partitions instead of with the

dataset size. We only maintain single-column statistics to keep the overhead low. While the set of

statistics is not complete, each type of statistics contributes to the sampling performance, and, in

aggregate, delivers e↵ective AQP results.

Next, we propose three ways of using precomputed summary statistics to help improve partition

selection during query time:

• To improve the approximation quality, we wish to sample partitions that contribute signifi-

cantly to the query answer more frequently. While it is challenging to manually design rules

that relate summary statistics to partition contribution, a model can learn to what degree

summary statistics matter through examples. Inspired by prior work that uses learning tech-

niques to improve row-level sampling [321], we propose a learned importance-style sampling

algorithm that works on aggregate queries with GROUP BY clauses and on partitions. The

summary statistics serve as a natural feature representation for partitions, from which we can

train models o✏ine to learn a mapping from the summary statistics to the relative importance

of a partition. During query optimization, the trained models classify partitions into several

importance groups and allocate the sampling budget across groups such that more important

groups receive more samples. The training overhead is a one-time cost for each dataset and

workload, and for datasets that are frequently queried, this overhead is amortized over time.

• For two partitions that output similar answers to an input query, it su�ces to only include

one of them in the sample. While directly comparing the contents of the two partitions is

expensive, the query-specific summary statistics can act as a proxy for the similarity between

partitions. Specifically, we cluster data partitions according to normalized versions of their

summary statistics and select one sample from each cluster to minimize sample redundancy.

• Datasets commonly exhibit significant skew in practice. For example, in a prototypical produc-

tion service request log dataset at Microsoft, the most popular application version out of 167

distinct versions accounts for almost half of the dataset. Inspired by prior works in AQP that

recognize the importance of outliers [27, 67], we use summary statistics (e.g., occurrences of

heavy hitters in a partition) to identify a small number of partitions that are likely to contain

rare groups and dedicate a portion of the sampling budget to evaluate these partitions exactly.

In this chapter, we make the following contributions:

1. We introduce PS
3, a system that makes novel uses of summary statistics to perform weighted

partition selection for many popular queries. Given the query semantics, summary statistics,
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and a sampling budget, the system intelligently combines a few sampling techniques to produce

a set of partitions to sample and the weight of each partition.

2. We propose a set of lightweight sketches for data partitions that are both practical to implement

and can produce rich partition summary statistics. While the sketches are well known, this is

the first time the statistics have been used for weighted partition selection.

3. We evaluate on several real-world datasets with real and synthetic workloads. Our evaluation

shows that each component of PS
3 contributes meaningfully to the final accuracy and that

together, the system outperforms alternatives across datasets and layouts, delivering a 2.7⇥

to 70⇥ reduction in data read given the same error compared to uniform partition sampling.

The remainder of this chapter proceeds as follows. Section 3.1 provides an overview of PS
3’s

architecture and major design considerations. We describe the precomputation phase of PS
3 in

Section 3.2 and the query-time sampling phase in Section 3.3. Section 3.4 evaluates PS3’s empirical

performances across datasets, data layouts, and di↵erent parameter settings. Section 3.5 discusses

related work and concludes with directions for future work.

3.1 System Overview

In this section, we give an overview of PS
3, including its major design considerations, supported

queries, inputs, and outputs, and the problem statement.

3.1.1 Design Considerations

We highlight a few design considerations in the system.

Layout Agnostic. A random data layout would make the partition selection problem trivial,

but maintaining a random layout requires additional e↵orts and rarely happens in practice [54]. In

read-only or append-only data stores, it is also expensive to modify the data layout. As a result, we

observe that in practice, many datasets simply remain in the order that they were ingested in the

cluster. In addition, prior work [305] has shown that it is challenging and sometimes impossible to

find a partitioning scheme that enables good data skipping for arbitrary input queries. Therefore,

instead of requiring re-partitioning or random layout, PS3 explicitly chooses to keep data in situ

and tries to make the best out of the given data layout. We show that PS3 can work across di↵erent

data layouts in the evaluation (§ 3.4.5).

Sampling on a single table. To perform joins e↵ectively, prior work [179] has shown that

sampling each input relation independently is not enough and that the joint distribution must be

taken into account. Handling the correlations between join tables at the partition level is another

research problem on its own, and is outside the scope of this paper. However, sampling on a
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single table can still o↵er non-trivial performance improvements even for queries that involve joining

multiple tables. For example, in key–foreign key joins, fact tables are often much larger compared

to dimension tables. Sampling the fact table, therefore, already gets us most of the gains.

Generalization. Prior works make various trade-o↵s between the e�ciency and the generality

of the queries that they support, ranging from having access to the entire workload [305] to being

workload agnostic [152]. Our system falls in the middle of the spectrum, where we make assumptions

about the structure and distribution of the query workload. Specifically, we assume that the set of

columns used in GROUP BYs and the aggregate functions are known apriori, with the scope defined

in § 3.1.2; predicates can take any form that fits under the defined scope and we do not assume we

have access to the exact set of predicates used. We assume that a workload consists of queries made

of an arbitrary combination of aggregates, group bys and predicates from the scope of interest. PS3

is trained per data layout and workload, and generalizes to unseen queries sampled from the same

distribution as the training workload. Overall, our system is best suited for commonly occurring

queries and should be retrained in case of major changes in query workloads such as the introduction

of unseen group by columns.

We do not consider generalization to unseen data layouts or datasets and we view broader

generalization as an exciting area for future work (§ 3.5.2). Since most summary statistics are

computed per column, di↵erent datasets might not share any common statistics. Even for the same

dataset, the importance of summary statistics can vary across data layouts. For example, the mean

of column X can distinguish partitions in a layout where the dataset is sorted by X, but may provide

no information in a random layout.

3.1.2 Supported Queries

In this section, we define the scope of queries that PS
3 supports. We support queries with an

arbitrary combination of aggregates, predicates and group bys. Although we do not directly support

nested queries, many queries can be flattened using intermediate views [146]. Our techniques can

also be used directly on the inner queries. Overall, our query scope covers 11 out of 22 queries in

the TPC-H workload (Appendix A.1, extended report [174]).

• Aggregates. We support SUM and COUNT(*) (hence AVG) aggregates on columns as well as

simple linear projections of columns in the select clause. The projections include simple arith-

metic operations (+, -) on one or more columns in the table2. We also support a subset of

aggregates with CASE conditions that can be rewritten as an aggregate over a predicate.

• Predicates. Predicates include conjunctions, disjunctions and negations over the clauses of

the form c op v, where c denotes a column, op an operation and v a value. We support equality

2
We also support the multiply and divide operations in some cases using statistics computed over the logs of the

columns.
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and inequality comparisons on numerical and date columns, equality check with a value as well

as the IN operator for string and categorical columns as clauses.

• Groups. We support GROUP BY clauses on one or more stored attributes3. We do not support

GROUP BY on columns with large cardinality since there is little gain from answering highly

distinct queries over samples; one could either hardly perform any sampling without missing

groups, or would only care about a limited number of groups with large aggregate values (e.g.,

TOP queries), which is out of the scope of this paper.

• Joins. Queries containing key–foreign joins can be supported as queries over the corresponding

denormalized table. For simplicity, our discussion in this paper is based on a denormalized

table.

In the TPC-H workload, 16 out of the 22 queries can be rewritten on a denormalized table and

11 out of the 16 are supported by our query scope. For the 5 that are not supported, 4 involve group

bys on high cardinality columns and 1 involves the MAX aggregate. A number of prior work have also

studied similar query scopes [9, 242,305].

3.1.3 Inputs and Outputs

PS
3 consists of two main components: the statistics builder and the partition picker (Figure 3.1). In

this section, we give an overview of the inputs and outputs of each component during preprocessing

and query time.

Statistics Builder

Preparation. The statistics builder takes a data partition as input and outputs a number of

lightweight sketches for each partition. The sketches are stored separately from the partitions. We

describe the sketches used in detail, including the time and space complexity for constructing and

storing the sketches in § 3.2.1.

Query Time. During query optimization, one can access the sketches without touching the

raw data. Given an input query, the statistics builder combines pre-computed column statistics

with query-specific statistics computed using the stored sketches and produces a set of summary

statistics for each partition and for each column used in the query.

Partition Picker

Preparation. In the preparation phase, the picker takes a specification of workload in the form of

a list of aggregate functions and columnsets that are used in the GROUP BY. We can sample a query

from the workload by combining randomly generated predicates and randomly selected aggregate

3
To support derived attributes, we make a new column from the derived attribute and store its summary statistics
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functions and group by columnsets (0 or 1) from the specification. For each sampled query, we

compute the summary statistics as well as the answer to the query on each partition as the training

data, which the picker uses to learn the relevance of di↵erent summary statistics. The training is a

one time cost and we train one model for each workload to be used for all test queries. We elaborate

on the design of the picker in § 3.3.

Query Time. The picker takes an input query, summary statistics and a sampling budget as

inputs, and outputs a list of partitions to sample, as well as the weight of each partition in the

sample. This has a net e↵ect of replacing a table in the query execution plan with a set of weighted

partition choices with a small overhead (Table 3.6). Query execution should also be augmented to

handle weights, similar to modifications suggested in prior work [179].

3.1.4 Problem Statement

Let N be the total number of partitions and M be the dimension of the summary statistics. For an

aggregation query Q, let G be the set of groups in the answer to Q. For each group g 2 G, denote

the aggregate values for the group as Ag 2
d, where d is the number of the aggregates. Denote

the aggregates for group g on partition i as Ag,i.

Given the input query Q, the summary statistics F 2 N⇥M as well as sampling budget n in

the form of number of partitions to read, our system returns a set of weighted partition choices

S = {(p1, w1), (p2, w2), ..., (pn, wn)}. The approximate answer Ãg of group g for Q is computed by

Ãg =
Pn

j=1
wjAg,pj , 8g 2 G.

Our goal is to produce the set of weighted partition choice S such that Ãg is a good approximation

of the true answer Ag for all groups g 2 G. To assess the approximation quality across groups and

aggregates that are of di↵erent sizes and magnitudes, we measure absolute and relative error, as well

as the percentage of groups that are missed in the estimate.

3.2 Precomputation: Partition-level Summary Statistics

The high-level insight of our approach is that we want to di↵erentiate partitions based on their

contribution to the query answer, and that the contribution can be estimated using a rich set of

partition-level summary statistics. As a simple example, for SUM-type aggregates, partitions with a

higher average value of the aggregate should be preferred, all else being equal. We are unaware of

prior work that uses partition-level summary statistics for performing non-uniform partition selec-

tion. In this section, we describe the design and implementation of the summary statistics.
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Table 3.1: Per partition, the time and space overheads to construct and store sketches for partitions
with Rb rows. Small logarithmic factors are ignored.

Sketch Construction Storage

Histograms O(Rb logRb) O(#buckets)
Measures O(Rb) O(1)
AKMV O(Rb) O(k)
Heavy Hitter O(Rb) O( 1

support )

3.2.1 Lightweight Sketches

Our primary use case, similar to columnar databases, is read-only or append-only stores. Summary

statistics are constructed for each new data partition when the partition is sealed. The necessary

data statistics should be simple, small in size and can be computed incrementally in one pass over

data. The necessary statistics should also be discriminative enough to set partitions apart and rich

enough to support sampling decisions such as estimating the number of rows that pass the predicate

in a partition. We opt to use only single-column statistics to keep the memory overhead light,

although more expensive statistics such as multi-column histograms can help estimate selectivity

more accurately. The design considerations lead us to the following sketches:

• Measures: Minimum, maximum, as well as first and second moments are stored for each

numeric column. For columns whose value is always positive, we also store measures on the

log transformed column.

• Histogram: We construct equal-depth histograms for each column. For string columns, the

histogram is built over hashes of the strings. By default, each histogram has 10 buckets.

• AKMV: We use an AKMV (K-Minimum Values) sketch to estimate the number of distinct

values [45]. The sketch keeps track of the k minimum hashed values of a column and the

number of times these values appeared in the partition. We use k = 128 by default.

• Heavy Hitter: We maintain a dictionary of heavy hitters and their frequencies for each

column in the partition using lossy counting [217]. By default, we only track heavy hitters

that appear in at least 1% of the rows, so the dictionary has at most 100 items.

Table 3.1 summarizes the time complexity to construct the sketches and the space overhead to

store them, ignoring small logarithmic factors. The sketches can be constructed in parallel for each

partition. We do not claim that the above choices make a complete set of sketches that should be

used for the purpose of partition selection. Our point is that these are a set of inexpensive sketches

that can be easily deployed or might have already been maintained in big-data systems [178], and

that they can be used in new ways to improve partition sampling.
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Table 3.2: Summary statistics and the sketches used to compute them. Selectivity is computed per
query and all other statistics is computed per column.

Summary Statistics Sketch

x, min(x), max(x), x2, std(x) Measures
log(x), log(x)2, min(log(x)), max(log(x)) Measures
number of distinct values AKMV
avg/max/min/sum freq. of distinct values AKMV
# hh, avg/max freq. of hh Heavy Hitter
occurrence bitmap of heavy hitters Heavy Hitter
selectivity Histogram

3.2.2 Summary Statistics as Features

Given the set of sketches, we compute summary statistics for each partition, which can be used

as feature vectors to discriminate partitions based on their contribution to the answer of a given

query. The features consist of two parts: pre-computed per column features and query-specific

selectivity estimates (Table 3.2). We apply a query-dependent mask on the pre-computed column

features: features associated with columns that are unused in the query are set to zero. In addition,

for categorical columns where the measure based sketches do not apply, we set the corresponding

features to zero. The schema of the feature vector is determined entirely by the schema of the table,

so queries on the same dataset share the same feature vector schema.

Overall, there are four types of features based on the underlying sketches that generate them:

measures, heavy hitters, distinct values and selectivity. Each type of feature captures di↵erent

information about the partitions and the queries. Measures help identify partitions with dispropor-

tionally large values of the aggregates; heavy hitters and distinct values help discriminate partitions

from each other and selectivity helps assess the impact of the predicates. We found that all types

of features are useful in PS
3 but the relative importance of each varies across datasets (§ 3.4.4).

Extracting features from sketches is overall straightforward; we discuss two special cases below.

Occurrence Bitmap. We found that it is not only helpful to know the number of heavy hitters,

but also which heavy hitters are present in the partition. To do so, we collect a set of k global

heavy hitters for a column by combining the heavy hitters from each partition. For each partition,

we compute a bitmap of size k, each bit representing whether the corresponding global heavy hitter

is also a heavy hitter in the current partition. The feature is only computed for grouping columns

and we cap k at 25 for each column.

Selectivity Estimates. The selectivity estimate is a real number between 0 and 1, designed to

reflect the fraction of rows in the partition that satisfies the query predicate. The estimate supports

predicates defined in our query scope (§ 3.1.2) and is derived using histograms over individual
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columns. Predicate clauses that use the same column (e.g., X < 1 or X > 10) are evaluated jointly.

As a special case, if a string column has a small number of distinct values, all distinct values and

their frequencies are stored exactly; this can support regex-style textual filters on the string column

(e.g., ’%promo%’). We use the following four features to represent the selectivity of predicates which

can be a conjunction or disjunction of individual clauses:

1. selectivity upper: For ANDs, the selectivity is at most the min of the selectivity of individual

clauses; for ORs, the selectivity is at most 1 and at most the sum of the selectivity of individual

clauses.

2. selectivity indep: This feature computes the selectivity assuming independence between

predicate clauses. For ANDs, the feature is the product of the selectivity for each individual

clause; for ORs, the feature is the min of the selectivity of individual clauses.

3. selectivity min, selectivity max: We store the min and max of the selectivity of individual

clauses.

If the upper bound of the selectivity is zero, the partition contains no rows that pass the pred-

icate; if the upper bound is nonzero however, the partition can have zero or more rows that pass

the predicate. In other words, as a classifier for identifying partitions that satisfy the predicate,

selectivity upper> 0 has perfect recall and uncertain precision. For simple predicates such as

X > 1, the precision is 100%; for complicated predicates involving conjunctions and disjunctions

over many clauses and columns (e.g., TPC-H Q19), the precision can be as low as 10%.

3.3 Query-time: Partition Picking

In this section, we describe PS
3’s partition picker component and how it makes novel use of the

summary statistics discussed above to realize weighted partition selection.

3.3.1 Picker Overview

To start, we give an overview of how our partition picker works. Recall that the picker takes a

query, the summary statistics and a sampling budget as inputs, and outputs a list of partitions to

evaluate the query on and the weight of each partition. Partial answers from the selected partitions

are combined in a weighted manner, as described in § 3.1.4.

Algorithm 1 describes the entire procedure. We first identify outlier partitions with rare groups

using the procedure described in § 3.3.4. Each outlier partition has a weight of 1. We then use the

trained models to classify the remaining partitions into groups of di↵erent importance, using the

algorithm described in § 3.3.3. We allocate the remaining sampling budget across groups such that

the sampling rate decreases by a factor of ↵ from the ith important to the (i+1)th important group.
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Algorithm 1 Partition Picker

Input: partition features F , sampling budget n, group-by columns gb col, models regrs, decay rate
↵

Output: selection: [(p1, w1), (p2, w2), ..., (pn, wn)]
1: outliers, inliers  Outlier(F , gb col)
2: no  outliers.size()
3: selection.add(outliers, [1] ⇤ no)
4: groups  ImportanceGroup(F , inliers, regrs)
5: nc  AllocateSamples(groups, n� no, ↵)
6: for i 1, ...,groups.size() do
7: selection.add(Clustering(F [groups[i]], nc[i]))
8: end for

Finally, given a sample size and a set of partitions in each importance group, we select samples via

clustering using the procedure described in § 3.3.2. An exemplar partition is selected from each

cluster, and the weight of the exemplar equals the size of the cluster. We explain each component

in detail in the following sections.

3.3.2 Sample via Clustering

We start by describing the sample selection procedure (line 7 in Algorithm 1), designed to leverage

the redundancy between partitions. We use feature vectors to compute a similarity score between

partitions, which consequently enables us to choose dissimilar partitions as representatives of the

dataset. In fact, identical partitions will have identical summary statistics, but the converse does not

hold; having summary statistics on multiple columns as well as multiple statistics for each column

makes it less likely that dissimilar partitions have identical summary statistics.

We propose to use clustering as a sampling strategy: given a sampling budget of n partitions, we

perform clustering using feature vectors with a target number of n clusters; an exemplar partition is

chosen per cluster, with an assigned weight equals the number of partitions in the cluster. Denote

the answer to the query on cluster i’s exemplar partition as Ai and the size of cluster i as si. The

estimate of the query answer is given by Ã =
Pn

i=1
siAi.

Concretely, we measure partition similarity using Euclidean distances of the feature vectors. We

zero out features for unused columns in the query so they have no impact on the result; we also per-

form normalization such that the distance is not dominated by any single feature (Appendix A.1.1).

Regarding the choice of the clustering algorithm, we experimented with KMeans and Agglomera-

tive Clustering and found that they perform similarly. Finally, the cluster exemplar is selected by

picking the partition whose feature vector has the smallest distance to the median feature vector of

partitions in the clusters.

Our proposed scheme leads to a biased estimator that can be challenging to analyze. Specifically,

given the median feature vector of a cluster, our estimator deterministically picks the partition that is
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closest to the median vector as the cluster exemplar. However, one could make a simple modification

to unbias the estimator by selecting a random partition in the cluster as the exemplar instead. We

have included an empirical comparison of the accuracy of the two estimators as well as a variance

analysis for the unbiased estimator in Appendix A.2. We have empirically found that the proposed

scheme outperforms its unbiased counterpart when the sampling budget is limited.

Clustering e↵ectively leverages the redundancy between partitions, especially in cases when par-

titions have near identical features. Although there is no guard against an adversary, in practice,

having a large and diverse set of summary statistics makes it naturally di�cult for dissimilar par-

titions to be in the same cluster. Clusters play a similar role as strata in stratified sampling. The

goal of clustering is to make partitions in the same stratum homogeneous such that the overall sam-

pling variance is reduced. Finally, clustering results vary from query to query: the same partition

can be in di↵erent clusters for di↵erent queries due to the changes in selectivity features and the

query-dependent column masks.

Feature Selection. Clustering assumes that all features are equally relevant to partition similarity.

To further improve the clustering performance, we perform feature selection via a “leave-one-out”

style test. For example, consider a table with columns X,Y and features min,max. We compare the

clustering performance on the training set using {min(X),max(X),min(Y ),max(Y )} as features

to that from using only {max(X),max(Y )} as features. If the latter gives a smaller error, we

subsequently exclude the min feature for all columns from clustering. We greedily remove features

until converging to a local optimal, at which point excluding any remaining features would hurt

clustering performance. In an outer loop, we repeat the above greedy procedure multiple times,

each time starting with a random ordering of the features. Our experiments show that feature

selection consistently improves clustering performance across datasets. We provide the pseudo code

of the procedure in Appendix A.1.1.

Limitations. We briefly discuss two failure cases for clustering in which PS
3 can fall back to

random sampling. First, clustering takes advantage of the redundancy among partitions. In the

extreme case when the query groups by the primary key, no two partitions contribute similarly to

the query and any downsampling would result in missed groups. As discussed in § 3.1.2, our focus

is on queries where such redundancy exists. Second, queries with highly selective predicates might

su↵er from poor clustering performances. Since most features are computed on the entire partition,

the features would no longer be representative of partition similarity if only a few rows satisfy the

predicate in each partition. Although we can use the selectivity upper feature as an upper bound

for the true selectivity, in practice, we have seen that this upper bound could overestimated the true

selectivity by over 10⇥ for complex predicates (see § 3.2.2). Therefore, we simply rely on the query

semantics to estimate the complexity of the predicates. Specifically, if the predicate contains more

than 10 clauses, we use random sampling instead of clustering to select sample partitions.
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Figure 3.2: The trained regressors are used to classify input partitions into groups of di↵erent
importance. The sampling rate decreases by a factor of ↵ > 1 from the ith important to the (i+1)th

important group.

3.3.3 Learned Importance-Style Sampling

While clustering helps select partitions that are dissimilar, it makes no distinction between partitions

that contribute more to the query and partitions that contribute less. Ideally, we would want to

sample the more important partitions more frequently to reduce the variance of the estimate [147].

The feature vectors can help assess partition contribution. Consider the query: SELECT SUM(X),

Y FROM table WHERE Z > 1 GROUP BY Y. The subset of partitions that answer this query well

should contain large values of X, many rows that satisfy the predicate and many distinct values

of Y. Feature vectors are correlated with these desired properties: measure statistics (e.g. max, std)

can help reveal large values of X, selectivity measures the fraction of the partition that is relevant

to the query, and heavy hitter and distinct value statistics summarize the distribution of groups.

However, it is challenging to manually quantify how much each feature matters for each query. In

our example, it is unclear whether a partition with a high variance of X but few rows that match

the predicate should be prioritized over a partition with low variance and many rows that match

the predicate.

While it is not obvious how to manually design rules that relate feature vectors to partition

contribution, a model may learn to do so from examples. An intuitive design is to use partition

features as inputs and predict partition weights as outputs, which turns out to be a non-traditional

regression problem. The goal of the regressor is to assign a weight vector to N partitions such that

the weighted partition choice produces a small approximation error. Given a sampling budget of n

partitions, there are exponentially many choices of subsets of partitions of size n and the optimal

choice is discontinuous on n. In addition, the decision depends jointly on the set of partitions chosen;

the weight assigned to one partition, for example, may depend on how many other partitions with

nearly identical content are picked in the sample. Therefore, a simple, per partition regressor is

unable to capture the combinatorial nature of the decision space. Existing solutions [40,188] would
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require significantly more resources and we pursue a lightweight alternative instead.

Given the challenges to directly use learned models to predict sampling probabilities, we propose

a design that utilizes the models indirectly for sample size allocation; similar observations were made

for using learned models to improve row-level sampling designs for count queries [321]. We consider

classifying partitions based on their relative importance to the query answer into a few importance

groups, and apply multiplicatively increasing sampling probability to the more important groups.

We detail each of these steps next.

Partition Contribution. We consider the “contribution” of a partition to the answer of a query

as its largest relative contribution to any group and any aggregate in the answer. Recall that we

denote the aggregates for group g 2 G as Ag 2
d, where d is the number of the aggregate functions,

and the aggregates for group g on partition i are denoted as Ag,i 2
d. Partition i’s contribution is

defined as: maxg2G maxdj=1
(Ag,i[j]

Ag[j]
). There are several alternative definitions of contribution, such

as using the average instead of the max of the ratios, or using absolute values instead of the relatives.

Among all variants, the max of the relatives is perhaps the most generous: it recognizes a partition’s

importance if it helps with any aggregates in any groups, and is not biased towards large groups

or aggregates with large absolute values. We find that our simple definition above already leads to

good empirical results.

Training. Given the partition contributions for all queries in the training data, we train a set of

k models to distinguish the relative importance of partitions. When k is large, training the set of

models is equivalent to solving the regression problem in which we are directly predicting partition

contribution from the feature vector; when k is small, the training reduces to a simpler multiclass

classification problem. The k models discretize partition contribution into k+1 bins, and we choose

exponentially spaced bin boundaries: the number of partitions that satisfy the ithmodel increase

exponentially from the number of partitions that satisfy the (i + 1)th model. In particular, the

first model identifies all partitions that have non zero contribution to the query and the last model

identifies partitions whose contribution is ranked in the top 1% of all partitions4. We use the XGBoost

regressor as our base model, and provide additional details of the training in Appendix A.1.2.

Testing. During test time, we run partitions through a funnel that utilizes the set of trained models

as filters and sort partitions into di↵erent importance groups (Figure 3.2). The advantage of building

a funnel is that it requires partitions to pass more filters as they advance to the more important

groups, which help limit the impact of inaccurate models. We list the procedure in Algorithm 2.

We start from all partitions with non zero selectivity upper feature; as discussed in § 3.2.2, this

filter has perfect recall but varying precision depending on the complexity of the predicates. We run

the partitions through the first trained model, and move the ones that pass the model to the next

stage in the funnel. We repeat this process, each time taking the partitions at the end of the funnel,

4
The small number of positive examples make it challenging to train an accurate model beyond 1%.



CHAPTER 3. PS3: APPROXIMATE QUERY PROCESSING WITH PARTITION SAMPLES 36

Algorithm 2 Group partitions by importance.

Input: partition features F
1: function ImportanceGroup(F , parts, regressors)
2: groups.add(FilterByPredicate(F , parts))
3: for regr 2 regressors do
4: to examine  groups[-1]
5: to pick  p 2 to examine s.t. regr(F [p]) > 0
6: groups[-1]  to examine.di↵erence(to pick)
7: groups.add(to pick)
8: end for
9: return groups

10: end function

running them through a more restrictive filter (model) and advance ones that pass the filter into the

next stage until we run out of filters.

We then split the sampling budget such that more important groups get a greater proportion of

the budget. We implement a sampling rate that decays by a factor of ↵ > 1 from the ith important

to the (i + 1)th important group. We investigate the impact of the decay rate ↵ in the sensitivity

analysis in § 3.4.5. In general, increasing ↵ improves the overall performance especially when the

trained models are accurate, but the marginal benefit decreases as ↵ becomes larger. If the trained

models are completely random however, a larger ↵ would increase the variance of the estimate. We

have found that a decay rate of ↵ = 2 with k = 4 models works well across a range of datasets and

layouts empirically. However, it is possible to fine-tune ↵ for each dataset to further improve the

performance and we leave the fine-tuning to future work.

3.3.4 Outliers

Finally, we observe that datasets often exhibit significant skew in practice (example in the chapter’s

introduction). Prior work in AQP has shown that augmenting random samples with a small number

of samples with outlying values or from rare groups helps reduce error caused by the skewness [27,67].

We recognize the importance of handling outliers and allocate a small portion of the sampling budget

for outlying partitions.

We are especially interested in partitions that contain a rare distribution of groups for GROUP

BY queries. These partitions are not representative of other partitions and should be excluded from

clustering. To identify such partitions, we take advantage of the occurrence bitmap feature that

tracks which heavy hitters are present in a partition. We put partitions with identical bitmap

features for columns in the GROUP BY clause in the same group and consider a bitmap feature group

outlying if its size is small both in absolute (< 10 partitions) and relative terms (< 10% the size of

the largest group). For example, if there are 100 such bitmap feature groups and 10 partitions per

group, we do not consider any group as outlying although the absolute size of each group is small.
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We allocate up to 10% of the sampling budget to evaluate outliers. We have empirically found that

increasing the outlier budget further does not significantly improve the performance using only the

outliers we consider. Exploring alternative ways to identify outliers could be an interesting area for

improvement for future works.

3.4 Evaluation

In this section, we evaluate the empirical performance of PS3. Experiments show that:

1. PS
3 consistently outperforms alternatives on a variety of real-world datasets, delivering 2.7�

70⇥ reduction of data read to achieve the same average relative error compared to uniform

partition sampling, with storage overhead ranging from 12KB to 103KB per partition.

2. Every component of PS3 and every type of features contribute meaningfully to the final per-

formance.

3. PS
3 works across datasets, partitioning schemes, partition counts and generalizes to unseen

queries.

3.4.1 Experimental Setup

In this subsection, we describe the experimental methodology, which includes the datasets, query

generation, methods of comparison and error metrics.

Datasets

We evaluate using four real-world datasets summarized below. We include a detailed specification

of the table schema in Appendix A of the extended report [174].

TPC-H*. Data is generated from a Zipfian distribution with a skewness of 1 and a scale factor

of 1000 [256]. We denormalize all tables against the lineitem table. The denormalized table can

support 16 out of 22 queries in the TPC-H benchmark (Q1,3,4,5,6,7,8, 9,10,12,14,15,17,18,19,21).

We additionally include two derived columns L YEAR and O YEAR in the view in order to support

group by clauses on these columns (Q7,8,9). The resulting table has 6B rows, with 14 numeric

columns and 31 categorical columns. Data is sorted by column L SHIPDATE.

TPC-DS*. catalog sales table with a scale factor of 1 from TPC-DS, joined with dimension tables

item, date dim, promotion and customer demographics, with 4.3M rows, 21 numeric columns and

20 categorical columns. Data is sorted by columns year, month and day.

Aria. Production service request log at Microsoft with 10M rows, 7 numeric columns and 4

categorical columns [1, 124]. Data is sorted by categorical column TenantId.
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KDD. KDD Cup’99 dataset on network intrusion detection with 4.8M rows, 27 numeric columns

and 14 categorical columns [35]. Data is sorted by numeric column count.

By default we use a partition count of 1000, the smallest size from which partition elimination

becomes interesting. The TPC-H* dataset (sf=1000) has 2844 partitions, with a partition size of

about 2.5GB, consistent with the scale of the big-data workloads seen in practice. In the sensitivity

analysis, we further investigate the e↵ect of the partition count (§ 3.4.5), and data layouts on the

performance (§ 3.4.5).

Query Set

To train PS
3, we construct a training set of 400 queries for each dataset by sampling at random the

following aspects:

• between 0 and 8 columns as the group by columns

• between 0 and 5 predicate clauses; each of which picks a column, an operator and a constant

at random

• between 1 and 3 aggregates over one or more columns

We generate a held-out set of 100 test queries in a similar way. For TPC-H*, we include an

additional test set of 10 TPC-H queries (§ 3.4.5). We ensure that there are no identical queries

between the training and test sets and that there is substantial entropy in our choice of predicates,

aggregates and grouping columns.

Methods of Comparison

All methods except for uniform random sampling have access to feature vectors, and use the

selectivity upper feature to filter out partitions that do not satisfy the predicate before sam-

pling. Recall that this filter has false positives but no false negatives. All methods have access to

the same set of features. We report the average of 10 runs for methods that use random sampling.

Random Sampling. Partitions are sampled uniformly at random. Aggregates in the answer are

scaled up by the sampling rate.

Random+Filter. Same as random sampling except that only partitions that pass the selectivity

filter are sampled. This is only achievable with the use of summary statistics.

Learned Stratified Sampling (LSS). A baseline inspired by prior work on learned row-level

stratified sampling [321]. We rank partitions by the model’s prediction and perform stratification

such that each strata covers partitions whose predictions fall into a consecutive range. We made

three modifications to LSS to enable partition-level sampling:

• We move the training from online to o✏ine, and use one trained model per dataset and layout

instead of per query. LSS performs training inline for each query, using a fixed portion of the
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Table 3.3: Strata sizes for the modified LSS algorithm selected via exhaustive search.

Sampling Budget (% data read)

10 20 30 40 50 60 70 80 90

TPC-H* 15 50 100 250 260 580 430 50 730
TPC-DS* 55 120 85 130 160 250 395 170 10
Aria 75 80 55 150 260 70 80 130 190
KDD 90 160 295 230 360 430 220 410 820

sampling budget as the training data. Training on random row-level samples may invalidate

I/O gains and already require a full scan over data. Instead, we train the model o✏ine on

training queries sampled from the workload and use the same trained model for all test queries.

• We change the model’s inputs and labels. LSS operates on rows, while we use partition features

as inputs. LSS only considers count queries, so the label is either 0 or 1. To support aggregates

and group bys, we use the partition contribution defined in § 3.3.3 as labels.

• We use di↵erent stratification strategies. Prior work analyzes optimal choices of strata bound-

aries for proportional allocation of samples, in which the sample size allocated to each stratum

is proportional to its size. The analysis does not extend to our setup, so we use equi-width

strata instead. To set the number of strata, we exhaustively sweep the strata sizes and select

one that minimizes average relative error on the training set. We report the selected strata

sizes in Table 3.3.

PS3. A prototype that matches the description given so far. Unless otherwise specified, default

parameter values for PS
3 in all experiments are k = 4,↵ = 2 and up to a 10% sampling budget

dedicated to outliers.

Error Metric

Similar to prior work [5, 27, 177], we report multiple accuracy metrics. It is possible, for example,

for a method to have a small absolute error but miss all small groups and small aggregate values.

We therefore consider all three metrics below for a complete picture.

Missed Groups. Percentage of groups in the true answer that are missed by the estimate.

Average Relative Error. The average of the relative error for each aggregate in each group. For

missed groups, the relative error is counted as 1.

Absolute Error over True. The average absolute error value of an aggregate across groups

divide by the average true value of the aggregate across groups, averaged over multiple aggregates.
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Figure 3.3: Comparison of error under varying sampling budget on four datasets, lower is better.
PS

3 (red) consistently outperforms others across datasets and di↵erent error metrics.

3.4.2 Macro-benchmarks

We compare the performance of methods of interest under varying sampling budgets on four datasets

(Figure 3.3). The closer the curve is to the bottom left, the better the results.

While the scale of the three error metrics is di↵erent, the ordering of the methods is relatively

stable. Using the selectivity feature to filter out partitions that do not satisfy the predicate strictly

improves the performance for all methods, except on datasets like TPC-DS* where most partitions

pass the predicate. The modified LSS (green) improves upon random sampling by leveraging the

correlation between feature vectors and partition contribution, consistent with findings of prior work.

Overall, PS3 consistently outperforms alternatives across datasets and error metrics. On our

large scale experiment with the TPC-H* data, PS3 achieves an average relative error of 1.5% with a

1% sampling rate. With a 1% sampling rate, PS3 improves the error achieved by 17.5⇥ compared to

random sampling, 10.8⇥ compared to random sampling with filter and 3.6⇥ compared to LSS (read

from intersections between the baseline curves and a vertical line at 1% sampling rate). To achieve

an average relative error of 1.5%, PS3 reduces the fraction of data read by over 70⇥ compared to

random sampling, over 40⇥ compared to random sampling with filter and 5⇥ compared to LSS (read

from the intersections between baseline curves and a horizontal line at 1.5% error rate). We observe

similar trends on the three smaller datasets but the performance gap is smaller: PS
3 reduces the

data read by 2.7⇥ to 8.5⇥ compared to random sampling to achieve  10% average relative error.

We additionally show that the fraction of data read is a reliable proxy for reductions in resources

used, measured by total compute time. We evaluate example queries on the TPC-H* dataset using

SCOPE clusters [58, 343], Microsoft’s main batch analytics platform, which consist of tens of thou-

sands of nodes. Table 3.4 shows that reading 1%, 5% and 10% of the partitions results in a near
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Table 3.4: Average speedups for query latency and total compute time under di↵erence sampling
rates on the TPC-H* dataset.

1% 5% 10% 100%

Query Latency 4.7⇥ 1.6⇥ 1.5⇥ -
Total Compute Time 105.3⇥ 19.6⇥ 11.4⇥ -

Table 3.5: Per partition storage overhead of the summary statistics (in KB) for each dataset.

Dataset Total Histogram HH AKMV Measure

TPC-H* 84.25 9.52 13.26 55.31 6.16
TPC-DS* 103.49 10.51 4.67 81.45 6.86
Aria 18.38 1.42 0.81 15.19 0.97
KDD 12.00 2.19 0.82 5.29 3.70

linear speedup of 105.3⇥, 19.6⇥, 11.4⇥ in the total compute time. Improvement of query latency

however, is less than linear and depends on stragglers and other concurrent jobs on the cluster.

3.4.3 Overheads

We report the space overhead of storing summary statistics in Table 3.5. The statistics are computed

for each column and therefore require a constant storage overhead per partition. The overheads range

from 12KB to 103KB across the four datasets. The larger the partition size, the lower the relative

storage overhead of the statistics. For example, with a partition size of 2.5GB, the storage overhead

is below 0.003% for the TPC-H* dataset.

The AKMV sketch for estimating distinct values takes the most space compared to other sketches.

If the number of distinct values in a column is larger than k (we use k = 128), the sketch has a fixed

size; otherwise the sketch size is proportional to the number of distinct values. The KDD dataset, for

example, has more columns but a smaller AKMV sketch size compared to the Aria dataset since a

number of its columns are binary.

We also report the single-thread latency of the partition picker (Algorithm 1) in Table 3.6,

measured on an Intel Xeon E5-2690 v4 CPU. Our prototype picker is implemented in Python using

the XGBoost and Sklearn libraries. Overall, the overhead is a small fraction of the query time,

Table 3.6: Range of the average picker overhead across sampling budgets for each dataset (in mil-
liseconds).

Aria KDD TPC-DS* TPC-H*

Total 89.9±4.7 106.4±4.9 219.6±4.7 1002.1±13.3
Clustering 24.1±5.0 58.0±2.2 148.0±5.4 802.4±12.8
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Figure 3.4: Lesion study and factor analysis on the Aria dataset. Each component of our system
contributes meaningfully to the final accuracy. Results are similar on other datasets.

ranging from 86.5ms to around 1s across datasets. In comparison, the average query takes tens of

total computation hours on the TPC-H* dataset. As the number of partitions and the dimension of

the feature vectors increase, the total overhead increases and the clustering component takes up an

increasing proportion of the overhead. The overhead can be further reduced via optimization such

as performing clustering in parallel across di↵erent importance groups.

3.4.4 Lesion Study

In this section, we take a closer look at individual components of the picker and their impact on the

final performance, as well as the importance of partition features.

Picker Lesion Study

We inspect how the three components of the partition picker introduced in § 3.3 impact the final

accuracy. To examine the degree to which a single component impacts the performance, we perform

a lesion study where we remove each component from the picker while keeping the others enabled

(Figure 3.4, top). To disable clustering (§ 3.3.2), we use random sampling to select samples. To

disable identification of outlier partitions (§ 3.3.4), we take away the sampling budget dedicated to



CHAPTER 3. PS3: APPROXIMATE QUERY PROCESSING WITH PARTITION SAMPLES 43

Figure 3.5: Feature importance for the regressors. The higher the percentage, the more important
the statistics are to the regressor’s accuracy.

outliers. To disable the regressor (§ 3.3.3), we apply the same sampling rate to all partitions. The

result shows that the final error increases when each component is disabled, illustrating that each

component is necessary to achieve the best performance.

We additionally measure how the three components contribute to overall performance. Figure 3.4

(bottom) reports a factor analysis. We start from the simple random sampling baseline (random).

Using selectivity upper � 0 as a filter (+filter) strictly improves the performance. Similar to the

lesion study, we enable each component on top of the filter (not cumulative) while keeping others

disabled. The results show that the identification of outlier partitions (+outlier) contributes the

least value individually and the use of clustering (+cluster) contributes the most.

Feature Importance

We divide partition features into four categories based on the sketches used to generate them:

selectivity, heavy hitter, distinct value and measures. We investigate the contribution of features in

each component of PS
3. The outlier component depends exclusively on the heavy hitter features.

The clustering component uses all four feature types and we report the list of features selected for

each dataset in Appendix A.1.1. For the learned component, we measure the regressors’ feature

importance via the “gain” metric, which reports the improvement in accuracy brought by a feature

to the branches it is on [331]. For each dataset, we report the gain for features in each category as

a percentage of the total gain aggregated over all learned models. The larger the percentage, the

more important the feature is to the final accuracy. We report the result in Figure 3.5.

Overall, all four types of features contribute to the regressor accuracy, but the relative importance

varies across the datasets. Selectivity estimates, despite being less useful for regressors, are useful

to filter out partitions that do not contain any rows satisfying the predicate.

3.4.5 Sensitivity Analysis

In this section, we evaluate the sensitivity of the system’s performance to changes in setups and key

parameters.
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Figure 3.6: Our method consistently outperforms alternatives across datasets and data layouts.

E↵ect of Data Layouts

One of our design constraints is to be able to work with data in situ. To assess how PS
3 performs on

di↵erent data layouts, we evaluate on two additional layouts for each dataset using the same training

and testing query sets from experiments in § 3.4.2. Figure 3.6 summarizes the average relative error

achieved under varying sampling budgets for the six combinations of datasets and data layouts.

PS
3 consistently outperforms alternatives across the board, but the sizes of the improvements

vary across datasets and layouts. Overall, the more random the data layout is, the less room

for improvement for importance-style sampling. In the TPC-DS* dataset for example, the layout

sorted by column cs net profit is more uniform than the layout sorted by column p promo sk,

since random sampling achieves a much smaller error under the same sampling budget in the former

layout. LSS is only marginally better than random in the former layout, indicating a weak correlation

between features and partition importance.

As a special case, we explicitly evaluate PS
3 on a random layout for the TPC-H* dataset with a
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Figure 3.7: Performance breakdown by query selectivity on the TPC-H* dataset (sf=1000).

scale factor of 1 (Figure 3.8, left). As expected, sampling partitions uniformly at random performs

well on the random layout. PS3 underperforms random sampling in this setting, but the performance

di↵erence is small. Realistically, we do not expect PS
3 to be used for random data layouts; users

would have chosen random sampling were they paying the cost to maintain a random data layout [54].

E↵ect of Query Selectivity

We investigate how queries with di↵erent sensitivities benefit from PS
3. Figure 3.7 reports the error

breakdown by query selectivity for random partition-level sampling and PS
3 on the TPC-H* dataset;

other datasets show similar trends. Compared to naive random partition level sampling (blue), PS3

o↵ers more improvements for more selective queries (selectivity < 0.2), since the selectivity feature

e↵ectively filters out a large fraction of partitions that are irrelevant to the query. Compared to

random partition level sampling with the selectivity filter (orange), PS3 o↵ers more improvements

for non-selective queries (selectivity > 0.8), since they have larger errors at small sampling rates.

E↵ect of Partition Count

In this subsection, we investigate the impact of partition count on the final performance. We report

results on the TPC-H* dataset (sf=1) with 1000 and 10,000 partitions in the middle and right plot

of Figure 3.8. Compared to results on the same dataset with fewer partitions, the percentage of

partitions that can be skipped increases with the increase in the number of partitions. In addition, as

the partition count increases, the error achieved under the same sampling fraction becomes smaller.

However, the overheads of PS3 also increase with the number of partitions. Specifically, the storage

overhead for per-partition statistics increases linearly with the partition count and the latency of

the partition picker also increases. Perhaps more concerning is the increase in I/O costs. The larger

the partition count, the smaller the size of each partition. In the limit when each partition only



CHAPTER 3. PS3: APPROXIMATE QUERY PROCESSING WITH PARTITION SAMPLES 46

Figure 3.8: Comparison of TPC-H* (sf=1) results on di↵erent data layouts and total number of
partitions.

contains one row, partition-level sampling is equivalent to row-level sampling, which is expensive to

construct as discussed earlier.

Generalization Test on TPC-H Queries

To further assess the ability of the trained models to generalize to unseen queries, we test PS
3

trained on the randomly generated training queries with TPC-H schema (described in § 3.4.1) on

10 unseen TPC-H queries supported by our query scope5; the set of aggregate functions and group

by columnsets are shared between the train and test set. To support Q8 and Q14, we rewrite the

SUM aggregate with a CASE condition as an aggregate over the predicate. In addition, PS3 explicitly

chooses to use random sampling instead of clustering to select samples for Q19, which has complex

predicates consisting of 21 clauses (§ 3.3.2). Our training queries are sampled randomly according to

procedure described in § 3.4.1. We generate 20 random test queries for each TPC-H query template.

We report the detailed performance across test TPC-H queries on the TPC-H* dataset (sf=1000)

in Figure 3.9. On average, PS3 is still able to outperform uniform partition sampling, despite the

larger domain gap between training and test set compared to experiments conducted in § 3.4.2.

Overall, PS3 significantly outperforms random partition selection on Q1, Q6 and Q7, and performs

similarly to random partition selection on other queries. In particular, Q1, Q6 and Q7 all have a

small number of partitions with either rare groups or outlying aggregate values. While PS
3 can

identify such partitions via clustering and outlier detection, random partition selection can easily

miss these important partitions especially when the sampling budget is limited. Our improvements

are limited on Q8 which has a more complex aggregate and a nested query.

5
Q4 is excluded since it operates on the orders table.
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Figure 3.9: Detailed breakdown of results on TPC-H queries used in the generalization test. Overall,
PS

3 significantly outperforms random partition selection on Q1, Q6, Q7 and performs similarly to
random partition selection on other queries.

Table 3.7: AUC for di↵erent clustering algorithms; smaller is better.

HAC(single) HAC(ward) KMeans

TPCDS 12.1 4.2 4.2
Aria 3.2 2.6 2.7
KDD .71 .58 .55

E↵ect of Clustering Algorithm

We evaluate the e↵ect of clustering algorithm choice on the clustering performance. We compare

a bottom-up clustering algorithm (Hierarchical Agglomerative Clustering, or HAC) to a top-down

algorithm (KMeans). For HAC, we evaluate two linkage metrics: the “single” linkage minimizes

the minimum distances between all points of the two merged clusters, while the “ward” linkage

minimizes the variances of two merged clusters. For each dataset, we evaluate the average relative

error for estimating the query answer, and report the area under the error curve under di↵erent

sampling budgets (Table 3.7). The smaller the area, the better the clustering performance. We

also include results from a similar evaluation on the impact of the feature selection procedure in

Appendix A.1.1.

HAC using the “ward” linkage metric and K-Means consistently produce similar results, suggest-

ing that the clustering performance is not dependent on the choice of the clustering algorithm. The

single linkage metric, however, produces worse results especially on the TPCDS dataset.
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Figure 3.10: Impact of the sampling decay rate ↵ on the KDD dataset. Larger ↵ improves perfor-
mance, but the marginal benefits decreases.

E↵ect of Sampling Rate

We investigate the extent to which applying di↵erent sampling rates a↵ects the performance of

learned importance style sampling. Recall that we tune the sampling rate via parameter ↵, which

is the ratio of sampling rates between the ith important and the (i + 1)th important group. The

larger ↵ is, the more samples we allocate to the important groups. We report the results achieved

under di↵erent ↵s for the KDD dataset (Figure 3.10, left). Overall the performance improves with

the increase of ↵, but the marginal benefit decreases.

We repeat the experiment and replace the trained regressors with an oracle that has perfect

precision and recall (Figure 3.10, right). This gives an upper bound of the improvements enabled

by important-styled sampling. Compared to using learned models, the overall error decreases with

the oracle, as expected. The performance gap between the learned and the oracle regressor increases

with the increase of ↵. The comparison shows that the more accurate the regressor, the more benefits

we get from using higher sampling rates for important groups. While we used a default value of

↵ = 2 across the experiments, it is possible to fine-tune ↵ for each dataset to improve performances.

3.5 Discussion

3.5.1 Related Work

We discuss related work in sampling-based AQP, data skipping, and partition-level sampling.

Learning to Sample. Prior works have used learning to improve the sampling e�ciency for AQP.

One line of work uses learning to model the dataset and reduce the number of samples required to

answer queries [98]. Along similar lines, properties of the dataset distribution can also be learned

through the answers to past queries, which can then be used to refine answers to new queries [242].

Our work is closer to works that use learned models to improve the design of the sampling scheme.
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Recent work proposes a learned stratified sampling scheme wherein the model predictions are used

as stratification criteria [321]. However, the work focuses on row-level samples and on count queries;

we support a broader scope of queries with aggregates and group bys and work with partition-level

samples. In the evaluation, we compare against a scheme inspired by learned stratified sampling.

Data Skipping. Our work is also closely related to prior works on data skipping which studied

the problems of optimizing data layouts [305, 307, 335, 339] and indexing [165, 166, 280], improving

data skipping given a query workload. Building on the observation that it is often di�cult, if not

impossible, to find a data layout that o↵ers optimal data skipping for all queries, we instead choose

to work with data in situ. Researchers and practitioners have also looked at ways to use statistics

and metadata to prune partitions that are irrelevant to the query. The proposed approaches range

from using simple statistics such as min and max to check for predicate ranges [167,230], to deriving

complex pruning rules for queries with joins [178]. Our work is directly inspired by this line of work

and extends deterministic pruning to probabilistic partition selection.

Partition-level sampling. Researchers have long recognized the I/O benefits of partition-level

sampling over row-level sampling [159,283]. Partition-level samples have been used to build statistics

such as histograms and distinct value estimates for query optimizers [69,72]. Prior work has studied

combining row-level and partition-level Bernoulli style sampling for SUM, COUNT, and AVG queries,

in which one can adjust the overall sampling rate but each sample is treated equally [143]. Our

work more closely resembles importance sampling where we sample more important partitions with

higher probability.

Partition level sampling is also studied in the context of online aggregation (OLA) where query

estimates can be progressively refined as more data gets processed, and users can stop the processing

when the answer reaches target accuracy [79, 241, 287]. Classic work in OLA assumes that tuples

are processed in a random order, which often require random shu✏ing as an expensive processing

step [54]. Our approach does not require random layout, and in fact, should not be used if the data

layout is random. Prior work has also studied OLA over raw data, which requires an expensive

tuple extraction step to process raw files [78]. PS3 can work with data stored in any format as long

as per-partition statistics are available and focuses on selecting fewer partitions instead of stopping

processing early within a partition, since the most expensive operation for our setup is the I/O cost

of reading the partition.

3.5.2 Future Directions

Our work shows promise as a first step towards using summary statistics to improve upon uniform

partition-level sampling. We highlight a few important areas for future work.

First, our system is designed mainly for read-only and append-only data stores, so the proposed

set of sketches should be reconsidered if deletions and edits to data must be supported. Furthermore,
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the partition picker logic must be retrained when the summary statistics of partitions change in a

substantial way.

Second, our work only considers generalization to unseen queries in the same workload on the

same dataset and data layout. Although retraining can help generalize to unseen columns in the

same dataset and layout, supporting broader forms of generalization such as to di↵erent data layouts

is non-trivial and requires further attention.

Third, our work demonstrates empirical advantages to uniform partition-level sampling on several

real-world datasets but provides no apriori error guarantees. Enabling users to work with an error

budget in addition to a sampling budget and developing diagnostic procedures for failure cases will

be of immediate value to practitioners.

3.6 Conclusion

In this chapter, we introduced PS
3, a system that novelly combines precomputed summary statistics

with weighted query-time partition selection in big-data clusters. We propose a set of sketches

– measures, heavy hitters, distinct values, and histograms – to generate partition-level summary

statistics that help assess partition similarity and importance. We show that our prototype PS
3

provides sizable speed ups compared to random partition selection with a small storage overhead.



Chapter 4

HBE: Approximate Kernel Density

Estimation with Hashing

This chapter presents a practical system that approximates Kernel Density Estimation (KDE) using

precomputed hash indexes as a smart data sampler. KDE is a non-parametric method to estimate

the probability density function of a random variable. Given a dataset P = {x1, . . . , xn} ⇢ Rd, a

kernel function k : Rd
⇥ Rd

! [0, 1], and a vector of (non-negative) weights u 2 Rn, the weighted

KDE at q 2 Rd is given by KDEu
P (q) :=

Pn
i=1

uik(q, xi). KDE has been used in a wide range of

applications, such as clustering [155,312], classification [162,228], anomaly detection [100,196], and

domain science [153, 271, 315]. For example, KDE was one of the outlier detection methods used

in our anomaly detection and explanation system MacroBase [29]. However, the evaluation time

of KDE increases quadratically with the dataset size, which limits its applicability to large-scale

high-dimensional datasets. This work aims to, after some precomputation, e�ciently estimate the

KDE at a query point with (1± ✏) multiplicative accuracy under a small failure probability �.

The approximate KDE problem is well-studied [137, 138, 219], but in high dimensions, only re-

cently novel importance sampling algorithms, referred to as Hashing-Based-Estimators (HBEs), have

demonstrated provable improvements over random sampling (RS) under worst-case assumptions [63].

At its core, HBE uses a hash function h (randomized space partition) to construct for any q an unbi-

ased estimator of µ := KDEu
P (q).

1 [63] showed that given a hash function with evaluation time T and

collision probability P[h(x) = h(y)] = ⇥(
p

k(x, y)), it is possible to obtain a (1± ✏) approximation

to µ � ⌧ in time Õ(T/✏2
p
µ) and space Õ(n/✏2

p
⌧), thus improving over random sampling, which

requires time O(1/✏2µ) in the worst case.

HBE improves upon RS by better sampling points with larger weights (kernel values). In partic-

ular, RS does not perform well (Figure 4.1b) when a significant portion of the density comes from

1
The value µ 2 (0, 1] can be seen as a margin for the decision surface

Pn
i=1 uik(q, xi) � 0.

51
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(a) kernel (b) di�cult case (c) simple case

Figure 4.1: (a) For radially decreasing kernels (e.g. Gaussian), points close to the query have higher
kernel values than those that are far. (b) Random sampling does not perform well when a small
number of close points contribute significantly to the query density. (c) Random sampling performs
well when most points have similar kernel values (distance from query).

a few points with large weights (close to the query). HBE samples uniformly from a set of biased

samples (hash buckets where the query is mapped to) that has a higher probability of containing

high-weight points. For radially decreasing kernels (Figure 4.1a), the biased sample can be produced

via LSH [168]. To obtain m such biased samples for estimating the query density, the scheme re-

quires building m independent hash tables for the entire dataset. The runtime mentioned above is

achieved by setting m = O(1/✏2
p
µ). In practice, one cares about values of µ � 1/

p
n, which is a

lower bound on the order of statistical fluctuations when P consists of n i.i.d samples from some

smooth distribution [303].

Despite progress on the worst-case query time, the idea of using hashing for kernel evaluation,

introduced independently in [300] and [63], has largely been confined to the theoretical realm due to

a few practical concerns. First, straightforward implementations of the proposed approach require a

large amount (e.g., Õ(n
5
4 ) for ⌧ = 1/

p
n) of precomputation time and memory to create the requisite

number of hash tables. Second, RS can outperform HBE on certain datasets (Figure 4.1c), a fact

that is not captured by the worst-case theoretical bounds. Third, to implement this approach [63]

uses an adaptive procedure to estimate the su�cient sample size m. For this procedure to work,

the estimators must satisfy some uniform polynomial decay of the variance as a function of µ. Only

the hashing scheme of [17] (with an significant exp(O(log
2
3 n)) runtime and memory overhead per

hash table) has been shown to satisfy this criteria for the popular Gaussian kernel. These issues call

the applicability of HBE into question and to the best of our knowledge, the method has not been

previously shown to empirically improve upon competing methods.

In this work, we demonstrate that the hashing index approach is relevant for real-world datasets.

We bridge the gap between theory and practice by making the following contributions (Figure 4.2):
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Figure 4.2: To make HBE practical, we improved the constant factor of its sampling algorithm
(Section 4.3), developed a sketch to reduce its precomputation overhead (Section 4.4), and introduced
an optimizer to switch to random sampling when HBE underperforms (Section 4.2).

1. Precomputation overhead reduction via sketching. HBE requires superlinear precom-

putation time and memory as a result of having to hash the entire dataset once for each

sample. To reduce this overhead, we develop new theoretical results on sketching the KDE

by a weighted subset of points using hashing and non-uniform sampling (Section 4.4). Our

hashing-based sketch (HBS) can better sample sparse regions of space while still maintaining a

variance close to that of a random sketch, leading to better performance on low-density points.

Applying HBE on top of the sketch results in considerable gains without sacrificing accuracy.

2. Cost-based optimizer. Despite worst-case guarantees, in practice RS outperforms HBE on

certain datasets . To quantify this phenomenon, we introduce an inequality that bounds the

variance of unbiased estimators including HBE and RS (Section 4.2). We propose a query

optimizer inspired procedure utilizing the variance bounds that, for a given dataset, choose at

runtime with minimal overhead the better of the two approaches and do so without invoking

HBE; our evaluation showed that the optimizer is both accurate and e�cient. The new variance

bound also allowed us to simplify and recover the theoretical results of [63].

3. A practical sampling algorithm for the Gaussian kernel. The adaptive sampling pro-

cedure of [63] estimates the su�cient sample size m in parallel with estimating the density µ.

We design a simplified version of this procedure and provide an improved analysis that results

in an order of magnitude speedup in the query time (Section 4.3). More importantly, our new

analysis demonstrates that slightly weaker conditions (non-uniform but bounded polynomial

decay) on the variance of the estimators are su�cient for the procedure to work. By proving

that HBE based on the hashing scheme of [93] satisfies the condition, we propose the first prac-

tical algorithm that provably improves upon RS for the Gaussian kernel in high dimensions.

It was not known previously how to use this hashing scheme within an adaptive procedure for

this purpose.

We perform extensive experimental evaluations of our methods on a variety of synthetic bench-

marks as well as real-world datasets. Our evaluations against other state-of-the-art competing
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methods for kernel evaluation show that:

• HBE outperforms all competing methods for synthetic “worst-case” instances with multi-scale

structure and dimensions d � 10, as well as for “structured” instances with a moderate number

of clusters (Section 4.5.1).

• For real-world datasets, HBE is always competitive with alternative methods and up to ⇥10

faster for many datasets compared to the next best method (Section 4.5.2).

In summary, our theoretical and experimental results constitute an important step toward making

HBE practical and in turn improving the scalability of kernel evaluations in large high-dimensional

data sets.

The remainder of this chapter is organized as follows. Section 4.1 presents basic definitions and

prior work which we build upon. Section 4.2 describes new variance bounds to support the cost-

based optimizer. Section 4.3 provides an improved adaptive sampling algorithm that is instrumental

in obtaining a practical HBE for the Gaussian kernel, and Section 4.4 demonstrates how to reduce

the precomputation overheads through sketching. Section 4.5 presents the experimental evaluation

and Section 4.6 concludes with discussions of related work and future directions.

4.1 Preliminaries

In this section, we discuss related work, present the basic definitions and give a self-contained

presentation of Hashing-Based-Estimators that summarizes the parts of [63] upon which we build.

All material beyond Section 4.1 is new.

Notation. For a set S ⇢ [n] and numbers u1, . . . , un, let uS :=
P

i2S ui. Let �n := {u 2 Rn
+

:

kuk1 = 1} denote the n-dimensional simplex. Throughout the paper we assume that we want to

approximate KDEu
P with u 2 �n. We can handle the general case u 2 Rd by treating the positive

and negative part of u separately.

Kernels. All our theoretical results, unless explicitly stated, apply to general non-negative kernels.

For concreteness and in our experiments, we focus on the Gaussian exp(�kx� yk2/�2) and Laplace

kernels exp(�kx � yk/�) [38], and typically suppress the dependence on the bandwidth � > 0

(equivalently, we can rescale our points).

4.1.1 Multiplicative Approximation & Relative Variance

Definition 1. A random variable Ẑ is called an (✏, �)-approximation to µ if P[|Ẑ � µ| � ✏µ]  �.

Given access to an unbiased estimator E[Z] = µ, our goal is to output an (✏, �)-approximation

to µ. Towards that end the main quantity to control is the relative variance.
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Definition 2. For a non-negative random variable Z we define the relative variance as RelVar[Z] :=
Var[Z]

E[Z]2


E[Z2
]

E[Z]2
.

The relative variance captures the fluctuations of the random variable at the scale of the expec-

tation. This is made precise in the following lemma that combines Chebyshev’s and Paley-Zygmund

inequality.

Lemma 1. For a non-negative random variable Z and parameters t > 0, ✓ 2 [0, 1], we have:

P[Z � (t+ 1) · E[Z]] 
1

t2
· RelVar[Z], (4.1)

P[Z > (1� ✓)E[Z]] �
1

1 + 1

✓2 · RelVar[Z]
. (4.2)

As RelVar[Z] decreases, the upper bound in (4.1) decreases while the lower bound in (4.2)

increases, increasing our overall confidence of Z being an accurate estimate of the mean. Thus, if

one can construct a random variable Z with E[Z] = µ and small relative variance RelVar[Z] = O(✏2),

Lemma 1 shows that Z is an (✏, O(1))-approximation to µ. In fact, by Cherno↵ bounds, one can use

the median-trick to boost the probability of success (Appendix B.1).

4.1.2 Hashing-Based-Estimators (HBEs)

HBE uses hashing to create a data-structure that, after some precomputation, can produce unbiased

estimators for the KDE at query time (Figure 4.3) with low variance. Let H be a set of functions

and ⌫ a distribution over H. We denote by h ⇠ H⌫ a random function h 2 H sampled from ⌫ and

refer to H⌫ as a hashing scheme.

Definition 3. Given a hashing scheme H⌫ , we define the collision probability between two elements

x, y 2 Rd as p(x, y) := Ph⇠H⌫
[h(x) = h(y)].

Precomputation: given dataset P and hashing scheme H⌫ :

• Sample m hash functions ht
i.i.d.
⇠ H⌫ for t 2 [m].

• Create hash tables Ht := ht(P ) for t 2 [m] by evaluating the hash functions on P .

The m hash tables allow us to produce at most m independent samples to estimate the KDE for

each query.

Query-time Sampling: query q 2 Rd, hash table index t 2 [m]

• let Ht(q) := {i 2 [n] : ht(xi) = ht(q)} denote the hash bucket (potentially empty) that q maps

to.

• If Ht(q) is not empty return Zht
:= k(Xt,q)

p(Xt,q)
uHt(q) where Xt is sampled with probability pro-

portional to ui from Ht(q), otherwise return 0.
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Figure 4.3: Given a dataset, the HBE approach samples a number of hash functions and populates
a separate hash table for each hash function. At query time, for each hash table, we sample a point
at random from the hash bucket that the query maps to.

By averaging many samples produced by the hash tables we get accurate estimates. The salient

properties of the estimators Zht
are captured in the following lemma.

Lemma 2. Assuming that 8i 2 [n], p(xi, q) > 0 then

E[Zh] =
nX

i=1

uik(x, xi), (4.3)

E[Z2

h] =
nX

i,j=1

k2(q, xi)
uiP[i, j 2 H(q)]uj

p2(q, xi)
. (4.4)

As we see in (4.4), the second moment depends on the hashing scheme through the ratio
P[i,j2H(q)]
p2(q,xi)

. Thus, we hope to reduce the variance by selecting the hashing scheme appropriately.

The di�culty lies in that the variance depends on the positions of points in the whole dataset. [63]

introduced a property of HBE that allowed them to obtain provable bounds on the variance.

Definition 4. Given a kernel k, a hashing scheme is called (�,M)-scale-free for � 2 [0, 1] and

M � 1 if: 1

M · k(x, y)�  p(x, y) M · k(x, y)�.

Thus, one needs to design a hashing scheme that “adapts” to the kernel function. Next, we present

a specific family of hashing schemes that can be used for kernel evaluation under the Exponential

and Gaussian kernel.

4.1.3 HBE via Euclidean LSH

In the context of solving Approximate Nearest Neighbor search in Euclidean space, Datar et al. [93]

introduced the following hashing scheme, Euclidean LSH (eLSH), that uses two parameters w > 0
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(width) and  � 1 (power). First, hash functions in the form of hi(x) := d g
>
i
x

w + bie map a

d dimensional vector x into a set of integers (“buckets”) by applying a random projection (gi
i.i.d.
⇠

N (0, Id)), a random shift (bi
i.i.d.
⇠ U [0, 1])) and quantizing the result (width w > 0). A concatenation

(power) of  such functions gives the final hash function.

They showed that the collision probability for two points x, y 2 Rd at distance kx � yk = c · w

equals p
1
(c) where

p1(c) := 1� 2�(c�1)�

r
2

⇡
c

✓
1� exp

⇢
�
c�2

2

�◆
. (4.5)

In order to evaluate the hashing scheme on a dataset P , one needs space and pre-processing time

O(d · n). By picking w large enough, i.e. for small c, one can show the following bounds on the

collision probability.

Lemma 3 ( [63]). For �  1

2
and c  min{�, 1p

log(
1
�
)
}: e�

p
2
⇡
�


p1(c)

e
�
p

2
⇡

c

 e
p

2
⇡
�3 .

Taking appropriate powers , one can then use Euclidean LSH to create collision probabilities

appropriate for the Exponential and Gaussian kernel.

Theorem 1 ( [63]). Let H1(w,) denote the eLSH hashing scheme with width w and power  � 1.

Let R = max
x,y2P[{q}

{kx� yk}. Then for the

• Laplace kernel, setting e = d
p
2⇡ log( 1⌧ )Re and we =

q
2

⇡
1

�e results in (�,
p
e)-scale free

hashing scheme for k(x, y) = e�kx�yk2 .

• Gaussian kernel, setting rt := 1

2

p
t log(1 + �), t := 3drtRe2, wt =

q
2

⇡
t

rt
results in an

estimator for k(x, y) = e�kx�yk2

with relative variance

RelVar[Zt]  Vt(µ) := 4e
3
2
1

µ
e
r2
t
�rt

q
log(

1
µ
)
. (4.6)

4.2 Cost-based Optimizer

HBE’s theoretical guarantees are only for worst-case scenarios, so it is not surprising that RS can

outperform HBE on certain datasets in practice. In this section, we develop new bounds on the

relative variances of RS and HBE to quantify the data-dependent performance di↵erences. We then

introduce a query optimizer inspired procedure utilizing the bounds that, for a given dataset, chooses

at runtime with minimal overhead the better of the two approaches.

4.2.1 Refined Bounds on Relative Variance

To understand how many samples are needed to estimate the density through RS or HBE, we need

bounds for expressions of the type (4.4). In particular, for a sequence of numbers w1, . . . , wn 2 [0, 1],
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e.g. wi = k(q, xi), and u 2 �n such that µ =
P

i2[n] uiwi, we want to bound:

sup
u2�n,u>w=µ

X

i,j2[n]

w2

i (uiVijuj) (4.7)

where V 2 Rn⇥n
+

is a non-negative matrix. Our bound will be decomposed into the contribution µ`

from a subset of indices S` ✓ [n] where the weights (kernel values) have a bounded range. Specifically,

let µ  �  L  1 and define: S1 = {i 2 [n] : L  wi  1}, S2 = {i 2 [n] \ S1 : �  wi  L}, S3 =

{i 2 [n] \ (S2 [ S1) : µ  wi  �}, S4 = {i 2 [n] : wi < µ} as well as µ` =
P

i2S`
uiwi  µ for ` 2 [4].

The intuition behind the definition of the sets is that for radial decreasing kernels, they correspond

to spherical annuli around the query.

Lemma 4. For non-negative weights w1, . . . , wn, vector u 2 �n and sets S1, . . . , S4 ✓ [n] as above

it holds

X

i,j2[n]

w2

i {uiVijuj} 

X

`2[3],`02[3]

sup
i2S`,
j2S

`0

⇢
Vijwi

wj

�
µ`µ`0

+ uS4

X

`2[3]

sup
i2S`,
j2S4

⇢
Vij

wi

µ

�
µ`µ

+ sup
i2S4,j2[n]

{Vijwi} · µ4 (4.8)

where uS :=
P

j2S uj  1.

This simple lemma allows us to get strong bounds for scale-free hashing schemes, simplifying

results of [63] and extending them to � < 1/2.

Theorem 2. Let H⌫ be (�,M)-scale free hashing scheme and Zh the corresponding HBE. Then

RelVar[Zh]  V�,M (µ) := 3M3/µmax{�,1��}.

Proof. Letting wi = k(q, xi), we start from (4.4) and use the fact that P[i, j 2 H(q)]  min{p(xi, q), p(xj , q)}

and that the hashing scheme is (�,M)-scale free, to arrive at E[Z2

h] 
P

i,j2[n] w
2

i {uiVijuj} with

Vij = M3
min{w�

i
,w�

j
}

w2�
i

. Let S1, . . . , S4 be sets defined for ` = L = µ. Then S2 = S3 = ;. By Lemma
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4 we get

E[Z2

h] M3( sup
i,j2S1

{
w1�2�

i

w1��
j

}µ2

1
+ sup

i2S4

{w1��
i }µ4

+ uS4 sup
i2S1,j2S4

{w1�2�
i w�

j }µ1)

M3(
1

µ1��
µ2

1
+ uS4 sup

i2S1

{
w1�2�

i

µ1��
}µµ1 + µ1��µ4)

M3(
1

µ1��
+

1

µmax{�,1��}
+

1

µ�
)µ2.

Noting that E[Zh] = µ and µ  1 concludes the proof.

Remark 1. It is easy to see that random sampling is a (trivial) (0, 1)-scale free hashing scheme,

hence the relative variance is bounded by 3

µ .

Remark 2. For any ( 1
2
,M)-scale free hashing scheme the relative variance is bounded by 3M3

p
µ .

4.2.2 Comparing Dataset Dependent Performance

The inequality provides means to quantify the dataset dependent performance of RS and HBE: by

setting the coe�cients Vij appropriately, Lemma 4 bounds the variance of RS (Vij = 1) and HBE

(Vij =
min{p(q,xi),p(q,xj)}

p(q,xi)
2 ). However, evaluating the bound over the whole dataset is no cheaper than

evaluating the methods directly.

Instead, we evaluate the upper bound on a “representative sample” S̃0 in place of [n]. By doing

this for a number T of random queries picked uniformly from the dataset, we get an estimate of the

average relative variance for di↵erent methods. Specifically, given ⌧ 2 (0, 1) and ✏ 2 (0, 1), for a

single query let S̃0 be the random set produced by the AMR procedure (Algorithm 5) called with

random sampling and define the sets S̃` = S̃0 \ S` for ` 2 [4] and their corresponding “densities”

µ̃` =
P

i2S̃`
uiwi. Let

�✏ := argmax
µ̃0�1

⇢
µ̃3 

1

2
(✏µ̃0 � µ̃4)

�
, (4.9)

L✏ := argmin
µ̃0L1

⇢
µ̃1 

1

2
(✏µ̃0 � µ̃4)

�
. (4.10)

be such that µ̃2 � (1 � ✏)µ̃0, i.e. most of the mass is captured by the set S̃2 (that is an spherical

annulus for kernels that are decreasing with distance). Since Lemma 4 holds for all µ  �  L  1,

L✏,�✏ complete the definition of four sets on S̃0, which we use to evaluate the upper bound. Finally,

we produce a representative sample S̃0 by running our adaptive procedure (Section 4.3) with Random

Sampling. The procedure returns a (random) set S̃0 such that µ̃0 is an (✏, O(1))-approximation to

µ for any given query.
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Algorithm 3 Cost-based Optimizer

1: Input: set P , threshold ⌧ 2 (0, 1), accuracy ✏, T � 1, collision probability p(x, y) of the hashing
scheme H⌫ .

2: for t = 1, . . . , T do
3: q  Random(P ) . For each random query
4: (S̃0, µ̃0) AMR(ZRS(q), ✏, ⌧) . Algorithm 5
5: Set �✏, L✏ using (4.9) and (4.10)
6: VRS  r.h.s of (4.8) for S̃0 and Vij = 1.

7: VH  r.h.s of (4.8) for S̃0, Vij =
min{p(q,xi),p(q,xj)}

p(q,xi)
2 .

8: rVRS(t) VRS/max{µ̃0, ⌧}2

9: rVHBE(t) VH/max{µ̃0, ⌧}2.
10: end for
11: Output: (meanT (rVRS),meanT (rVHBE))

Remark 3. We only show the procedure for choosing between RS and HBE with a specific hashing

scheme. The same procedure can be used to evaluate a multitude of hashing schemes to select the

best one for a given dataset.

In addition, we can use the information from our diagnostics to visualize the dataset by ag-

gregating local information for random queries. For a set S, let rS = mini2S log( 1

k(xi,q)
) and

RS = maxj2S log( 1

k(xj ,q)
). The basis of our visualization is the following fact:

Lemma 5. Let X be a random sample from S, then E[k2(X, q)]  exp(RS � rS) · µ2

S.

Proof of Lemma 5. We have that e�RS  k(xi, q)  e�rS , therefore

E[k2(X, q)] =
X

i2S

k2(xi, q)ui  e�rS
X

i2S

k(xi, q)ui
µS

µS
 eRS�rSµ2

S (4.11)

where in the last part we used µS � e�RS .

Thus if we plot an annulus of width wS = RS�rs then ewS is an estimate of the relative variance

for RS. The visualization procedure when given a sequence of T pairs of numbers (�t, Lt) for t 2 [T ]

(produced by the optimizer procedure) plots overlapping annuli around the origin representing the

queries. Since often the ratio maxi,j2S
k(xi,q)
k(xj ,q)

is referred to as the condition number of the set S, we

call our procedure the Log-Condition plot.

Remark 4. In the specific case of the Laplace (exponential) kernel, the radii we are plotting corre-

spond to actual distances.

4.3 Query-time: Adaptive Sampling

Towards our goal of producing an (✏, O(1))-approximation to µ for a given query q, the arguments

in Section 4.1.1 reduce this task to constructing an unbiased estimator Z of low-relative variance
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Algorithm 4 Log-Condition Plot

1: Input: {(�t, Lt)}t2[T ].
2: for t = 1, . . . , T do . For each query
3: rt  log(1/Lt),
4: Rt  log(1/�t)
5: draw 2D-annulus(rt, Rt)
6: end for
7: Output: figure with overlapping annuli.

RelVar[Z]  ✏2

6
. Given a basic estimator Z0 and bound V (µ) on its relative variance, one can always

create such an estimator by taking the mean of O(V (µ)/✏2) independent samples. The question that

remains is how to deal with the fact that µ and thus V (µ) is unknown?

We handle this with an improved version of the adaptive sampling procedure of [63]. The proce-

dure makes a guess of the density and uses the guess to set the number of samples. Subsequently, the

procedure performs a consistency check to evaluate whether the guess was correct up to a small con-

stant and if not, revises the guess and increases the sample size. The procedure applies generically

to the following class of estimators (whose variance varies polynomially with µ) that we introduce.

4.3.1 (↵, �, �)-regular Estimators

Definition 5. For ↵,� 2 (0, 2] and � � 1, an estimator Z is (↵,�, �)-regular if for some constant

C � 1 and all t 2 [T ], there exist a random variable Zt and a function Vt : (0, 1]! R++ such that

(A) E[Zt] = µ and RelVar[Zt]  Vt(µ), 8µ 2 (0, 1],

(B) 1  Vt(y)
Vt(x)



⇣
x
y

⌘2�↵
for all x � y > 0,

(C) Vt(µt+1)  Cµ��
t with µt := (1 + �)�t.

We write Zt ⇠ Z(t, �) to denote a sample from such an estimator at level t 2 [T ].

At a high level, regular estimators generalize properties of scale-free estimators relevant to adap-

tively estimating the mean. Property (B) a↵ects the success probability whereas (C) a↵ects the

running time and space requirements. This level of generality will be necessary to analyze the

hashing scheme designed for the Gaussian kernel.

Regular Estimators via HBE. For any t 2 [T ], given a collection of hash tables {H(i)
t }i2[mt]

created by evaluating mt i.i.d hash functions with collision probability pt(x, y) on a set P and a

fixed kernel k(x, y), we will denote by

Z(t, �) HBEk,pt
({H(i)

t }i2[mt]
) (4.12)

a data structure at level t, that for any query q is able to produce up to mt i.i.d unbiased random

variables Z(i)
t (q) for the density µ according to Section 4.1.2. The union of such data structures for



CHAPTER 4. HBE: APPROXIMATE KERNEL DENSITY ESTIMATION WITH HASHING 62

t 2 [T ] will be denoted by Z.

Before proceeding with the description of the estimation procedure we show that (�,M)-scale

free HBEs (that include random sampling) satisfy the above definition.

Theorem 3. Given a (�,M)-scale free hashing scheme with � � 1

2
, the corresponding estimator is

(2� �,�, �)-regular with constant C = 3M3(1 + �)�.

The proof follows easily by Theorem 2 by using the same estimator for all t 2 [T ] and Vt(µ) =

V (µ) = 3M3

µ� .

Algorithm 5 Adaptive Mean Relaxation (AMR)

1: Input: (a,�, �)-regular estimator Z, accuracy ✏ 2 (0, 1), threshold ⌧ 2 (0, 1).
2: T  dlog

1+�(
1

✏⌧ )e+ 1
3: for t = 1, . . . , T do . For each level
4: µt  (1 + �)�t . Current guess of mean
5: mt  d

6

✏2Vt(µt+1)e . su�cient samples in level t

6: Z(i)
t ⇠ Z(t, �) i.i.d samples for i 2 [mt].

7: Z̄t  mean{Z(1)

t , . . . , Z(mt)

t }

8: if Z̄t � µt then . consistency check
9: return Z̄t

10: end if
11: end for
12: return 0 . In this case µ  ✏⌧

4.3.2 Adaptive Mean Relaxation

For regular estimators we propose the following procedure (Algorithm 5). In Appendix B.1 we

analyze the probability that this procedure successfully estimates the mean as well as the number

of samples it uses and obtain the following result.

Theorem 4. Given an (a,�, �)-regular estimator Z, the AMR procedure outputs a number Ẑ such

that

P[|Ẑ � µ|  ✏ ·max{µ, ⌧}] �
2

3
�O�,↵(✏

2)

and with the same probability uses O�(
1

✏2
1

µ� ) samples.

Using the bounds on the relative variance in Section 4.2, we get that any (� � 1/2,M)-scale free

estimator can be used to estimate the density µ using O(1/✏2µ�) samples.

Next, we show a construction of a HBE for Gaussian kernel (Algorithm 6) that results in a regular

estimator.

Theorem 5. ZGauss is (1,
3

4
, �)-regular and takes preprocessing time/space bounded by Od,T ,�(✏�3+

1
4 ⌧�

3
4 ·

n).
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Algorithm 6 Gaussian HBE (Gauss-HBE)

1: Input: � � 1, ⌧ 2 (0, 1), ✏ 2 (0, 1), dataset P .
2: T  dlog

1+�(
1

✏⌧ )e+ 1, R 
p

log(1/✏⌧)
3: for t = 1, . . . , T do
4: mt  d

6

✏2Vt((1 + �)�(t+1))e . see (4.6)
5: for i = 1, . . . ,mt do

6: H(i)
t  eLSH(wt,t, P ) . see Theorem 3

7: pt(x, y) := pt

1
(kx� yk/wt) . see (4.5)

8: k(x, y) := e�kx�yk2

9: end for
10: ZGauss(t, �) HBEk,pt

({H(i)
t }i2[mt]

)
11: end for
12: Output: ZGauss

The proof (Appendix B.1) is based on using (4.6) to show that Definition 5 is satisfied with

appropriate selection of constants. We also note that (4.6) can be derived using Lemma 4.

4.4 Precomputation: Reducing Overheads via Sketching

A di↵erent bottleneck in evaluating the KDE on large datasets is the space usage. For uniform

random sampling the space usage is Od(n), whereas for the HBE approach is O✏,d(⌧�O(1)n), which

can be prohibitively large for small values of ⌧ . In this section, we introduce an approach based

on hashing to create a “sketch” of KDE that we can evaluate using HBE or other methods. The

motivation behind sketching is that we can use a large enough (weighted) subsample S of the dataset

P and only introduce a small increase in the variance of our estimators applied to the subsample.

Definition 6. Let (u, P ) be a set of weights and points. We call (w, S) an (✏, �, ⌧)-sketch i↵ for any

q 2 Rd:

E[|KDEw
S (q)�KDEu

P (q)|
2]  ✏2⌧� ·KDEu

P (q). (4.13)

Let µ = KDEu
P (q), using Chebyshev’s inequality it is immediate that any (✏, �, ⌧)-sketch satisfies

for any q 2 Rd: P[|KDEw
S (q)� µ| � ✏max{⌧, µ}]  �.

Remark 5. It is easy to see that one can construct such a sketch by random sampling m � 1

✏2�
1

⌧

points.

Hashing-Based-Sketch (HBS). The scheme we propose samples a random point by first sampling

a hash bucket Hi with probability / u�
Hi

and then sampling a point j from the bucket with prob-

ability / uj . The weights are chosen such that the sample is an unbiased estimate of the density.

This scheme interpolates between uniform over buckets and uniform over the whole data set as we

vary � 2 [0, 1]. We pick �⇤ so that the variance is controlled and with the additional property that

any non-trivial bucket uHi
� ⌧ will have a representative in the sketch with some probability. This
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last property is useful in estimating low-density points (e.g. for outlier detection [123]). For any

hash table H and a vector u 2 �n (simplex), let B = B(H) denote the number of buckets and

umax = umax(H) := max{uHi
: i 2 [B]} the maximum weight of any hash bucket of H. The precise

definition of our Hashing-Based-Sketch is given in Algorithm 7.

Theorem 6. Let H be the hash function sampled by the HBS procedure. For ✏ > 0 and � 2

[e�
6
✏2

umax
n⌧ , e�

6
✏2 ), let:

�⇤ =

(
1�

log( ✏
2

6
log(1/�))

log(umax
⌧ )

)I[B( 1
2 )

1
6 1

⌧
]

, (4.14)

m =
6

✏2
1

⌧
(Bumax)

1��⇤
<

log( 1� )

⌧
. (4.15)

Then (Sm, w) is an (✏, 1

6
, ⌧)-sketch and if B 

�
1

2

� 1
6 1

⌧ any hash bucket with weight at least ⌧ will

have non empty intersection with Sm with probability at least 1� �.

Algorithm 7 Hashing-Based-Sketch (HBS)

1: Input: set P , sketch size m, hashing scheme H⌫ , threshold ⌧ 2 (0, 1), u 2 �n

2: Sample h ⇠ H⌫ and create hash table H = h(P ).
3: Set � according to (4.14)
4: Sm  ;, w  0 · 1m, B  B(H)
5: for j = 1, . . . ,m do
6: Sample hash bucket Hi with probability / u�

Hi

7: Sample a point Xj from Hi with probability / uj

8: Sm  Sm [ {Xj}

9: wj(�,m) 
uHi

m

P
B

i0=1 u�

H
i0

u�

Hi

10: end for
11: Output: (Sm, w)

4.5 Evaluation

In this section, we evaluate the performance of hashing-based methods on kernel evaluation on real

and synthetic datasets, the optimizer’s ability to predict dataset-dependent estimator performance,

and the quality of the sketching procedure2.

4.5.1 Experimental Setup

Baselines and Evaluation Metrics. As baselines for density estimation (using u = 1

n1), we

compare against ASKIT [220], a tree-based method FigTree [226], and random sampling (RS). We

2
Source code available at: http://github.com/kexinrong/rehashing

http://github.com/kexinrong/rehashing
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used the open-source libraries for FigTree and ASKIT; for comparison, all implementations are in

C++ and we report results on a single core. We tune each set of parameters via binary search to

guarantee an average relative error of at most 0.1. By default, the reported query time and relative

error are averaged over 10K random queries that we evaluate exactly as ground truth. The majority

of query densities in evaluation are larger than ⌧ = 10�4 (roughly 1

10
p
n
).

Synthetic Benchmarks. To evaluate algorithms under generic scenarios, we need benchmarks with

diverse structures such that they are simultaneously hard for di↵erent methods. The variance bound

suggests that having a large number of points far from the query is hard for HBE, whereas having

a few points close to the query is hard for RS. In addition, the performance of space-partitioning

methods depends mostly on how clustered vs spread-out the datasets are, with the latter being

harder. A fair benchmark should therefore include all above regimes.

We propose a procedure that generates a d-dimensional dataset where for D random directions,

clusters of points are placed on s di↵erent distance scales, such that i) each distance scale contributes

equally to the kernel density at the origin, ii) the outermost scale has n points per direction, iii)

the kernel density around the origin is approximately µ. By picking D � n the instances become

more random like, while for D ⌧ n they become more clustered. Using this procedure, we create

two families of instances:

• “worst-case”: we take the union of two datasets generated for D = 10, n = 50K and D = 5K,

n = 100 while keeping s = 4, µ = 10�3 fixed and varying d.

• D-structured: we set N = 500K, s = 4, µ = 10�3, d = 100 and vary D while keeping

nD = N .

In fact, the “worst-case” instances are hard for all methods, since accurate estimation of the density

at the origin requires handling both highly “clustered” points (D ⌧ n) and “scattered” points

(D � n) at multiple scales (s > 1). In Appendix B.3 we include a precise description of the

procedure as well as example scatter plots.

4.5.2 Performance on Real and Synthetic Datasets

Synthetic datasets. We evaluate the four algorithms for kernel density estimation on worst-case

instances with d 2 [10, 500] and on D-structured instances with D 2 [1, 100K]. In the experiments,

the dataset sizes range from 0.5M to 1M and query points have density close to 10�3.

We first investigate the impact of dimension on performances of these methods. We generated

five synthetic datasets using the (µ, k, n, s, d,�)-Instance (Section 4.5.1) with fixed origin density

(µ = 10�3), total number of data points (N = 1M), and varying dimensions ranging from 10 to

500. While all methods experience increased query time with increased dimensions, HBE achieves

the best query time overall and is up to an order of magnitude faster than RS.
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Figure 4.4: Evaluation of the impact of dimensions and cluster structures on query performances
using synthetic benchmarks.

We further investigate the impact of cluster structures on performances. Similarly, we generated

six synthetic datasets with a fixed dimension (d = 100), density (µ = 10�3), data points (N = 500K),

and varying number of clusters (k) ranging from 1 to 105. Figure 4.4 (right) reports the average query

time. FigTree dominates the region where the dataset is highly clustered while in contrast, random

sampling performs the best when the dataset is highly scattered. For datasets with “intermediate”

cluster structures, HBE has the best runtime. ASKIT’s runtime is relatively una↵ected by the

number of clusters, but is outperformed by other methods in all settings.

Real-world datasets. We repeat the above experiments on eight large real-world datasets from

various domains. We z-normalize each dataset dimension, and tune bandwidth based on Scott’s

rule [281]. We exclude a small percent of queries whose density is below ⌧ . Table 4.1 reports the

preprocessing time as well as average query time for each method. Overall, HBE achieves the best

average query time on four datasets; we focus on query time since it dominates the runtime given

enough queries. With sketching, HBE also exhibits comparable preprocessing overhead to FigTree

and ASKIT. While the performances of FigTree and ASKIT degrade with the increased dimension

and dataset size respectively, HBE remains competitive across the board.

We provide intuition on the performance di↵erences between HBE and RS on these datasets using

the visualization procedure (Figure 4.5). The main factor that a↵ects the performance of random

sampling is whether a significant portion of the density of the query comes from a relatively small

number of points (e.g. census). HBE, on the other hand, is a↵ected adversely when the contribution

comes from a large number of points that are relatively far from the query (e.g. MSD).
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Table 4.1: Comparison of preprocess time and average query time on real world datasets. Bold
numbers correspond to the best result. The sources of the datasets are: MSD [43], GloVe [249],
SVHN [234], TMY3 [154], covtype [46], TIMIT [126].

Preprocess Time (sec) Average Query Time (ms)

Dataset n d HBE FigTree ASKIT RS HBE FigTree ASKIT RS

TMY3 1.8M 8 15 28 838 0 0.8 3.0 28.4 55.0
census 2.5M 68 66 4841 1456 0 2.8 1039.9 103.7 27.5
covertype 581K 54 22 31 132 0 1.9 23.0 47.0 149.4
TIMIT 1M 440 298 1579 439 0 24.3 1531.8 169.8 32.8
ALOI 108K 128 24 70 14 0 6.3 53.5 5.4 21.2
SVHN 630K 3072 2184 > 105 877 0 67.9 > 104 43.0 370.1
MSD 463K 90 55 2609 107 0 5.2 326.9 8.1 2.1

GloVe 400K 100 98 5603 76 0 19.0 656.5 86.1 5.0

Figure 4.5: Illustration of the performance di↵erences between HBE and RS.

4.5.3 Evaluation of the Cost-based Optimizer

To assess the accuracy of the optimizer, we compare the predicted variance of RS and HBE on

an extended set of datasets. RS exhibits lower variances (smaller error with the same number of

samples) for datasets on the left. Overall, our proposed optimizer correctly identified the better

estimator for all but one dataset. Notice that although RS has better sampling e�ciency on TIMIT,

HBE ends up having better query time since the frequent cache misses induced by the large dataset

dimension o↵set the additional computation cost of HBE. For all datasets in Table 4.1, the optimizer

costs between 8% to 59% of the setup time of HBE, indicating that running the optimizer is cheaper

than running even a single query with the HBE.

However, sampling e�ciency does not necessarily translate directly to query performance. On

moderate datasets, HBE queries can be a constant time factor slower (up to 8⇥ in our experiments)

than a RS query. Therefore, on datasets where RS and HBE have similar predicted variances (e.g.

susy, poker, elevator), RS usually achieves better accuracy under the same wallclock time. On
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Figure 4.6: Predicted relative variance upper bound on real datasets. RS exhibits lower variance for
datasets on the left. Overall, the optimizer procedure correctly predicts the performance of all but
one dataset (SVHN).

datasets with large dimensions (e.g. TIMIT), frequent cache misses induced by random sampling

o↵set the additional computation cost of HBE, so the latter ends up having better query time.

4.5.4 Evaluation of the Hashing-based Sketch

In this section, we evaluate the quality of the proposed hashing-based sketch. As baselines, we

compare against sparse kernel approximation (SKA) [86], kernel herding algorithm (Herding) [77]

and uniform sampling. To control for the di↵erence in the complexity (Table 4.2), we compare the

approximation error achieved by sketches of the same size (s) under the same compute budget (2n,

where n is dataset size). We describe the detailed setup below, including necessary modifications to

meet the computational constraints.

HBS. For HBS, we used 5 hash tables, each hashing a subset of 2

5
n points in the dataset. In

practice, we found that varying this small constant on the number of hash tables does not have a

noticeable impact on the performance.

SKA. SKA (Algorithm 8) produces the sketch by greedily finding s points in the dataset that

minimizes the maximum distance. The associated weights are given by solving an equation that

involves the kernel matrix of the selected points. SKA’s complexity O(ns+ s3) is dominated by the

matrix inversion procedure used to solve the kernel matrix equation. To ensure that SKA is able

to match the sketch size of alternative methods under the compute budget of 2n, we augment SKA

with random samples when necessary:

• If the target sketch size is smaller than n
1
3 (s < n

1
3 ), we use SKA to produce a sketch of size

s from a subsample of n/s data points.

• For s > n
1
3 , we use SKA to produce a sketch of size sc = n

1
3 from a subsample of nc = n

2
3 data

points. We match the di↵erence in sketch size by taking an additional s� sc random samples

from the remaining n � nc data points that were not used for the SKA sketch. The final

estimate is a weighted average between the SKA sketch and the uniform sketch: 1

sc
for SKA

and (1� 1

sc
) for uniform, where the weights are determined by the size of the two sketches.

The modification uses SKA as a form of regularization on random samples. Since SKA iteratively

selects points that are farthest away from the current set, the resulting sketch is helpful in predicting

the “sparser” regions of the space. These sparser regions, in turn, are the ones that survive in the
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Table 4.2: Overview of algorithm complexity and parameter choice for the sketching experiment (n:
dataset size, s: sketch size, T : number of hash tables, m: sample size for herding).

Algorithm Complexity Parameters

HBS O(n0T + s) n0 = 2n
5
, T = 5

SKA O(ncsc + s3c) sc = n
1
3 , nc = n

2
3

Herding O(nhm+ nhs) m = s, nh = n
s

n2/3 random sample of the dataset (sub-sampling with probability n�1/3), therefore SKA naturally

includes points from “sparse” clusters of size ⌦(n1/3) in the original set.

Herding. The kernel Herding algorithm (Algorithm 9) first estimates the density of the dataset

via random sampling; the sketch is then produced by iteratively selecting points with maximum

residual density. The algorithm has a complexity of O(nm+ns), where m stands for the sample size

used to produce the initial density estimates. To keep Herding under the same 2n compute budget,

we downsample the dataset to size nh = n
s , and use m = s samples to estimate the initial density.

This means that, the larger the sketch size is, the less accurate the initial density estimate is. As a

result, we observe degrading performance at larger sketch sizes s = ⌦(
p
n).

Algorithm 8 Sparse Kernel Approximation (SKA)

1: Input: set P , kernel K, size s.
2: S = {x1, . . . , xs} Greedy-kcenter(P, s)
3: K 2 Rs⇥s with Kij  k(xi, xj) for xi, xj 2 S.
4: y 2 Rs with yi  KDEw

P (xi) for xi 2 S.
5: Let ŵ be a solution to Kŵ = y.
6: Output: (S, ŵ)

Algorithm 9 Approximate Kernel Herding (AKH)

1: Input: set P , kernel K, size s, samples m.
2: for i = 1, . . . , |P | do
3: Pi  Random(P,m). . random set of m points
4: di  KDEPi

(xi) . estimate of the density
5: end for
6: S0  ; . initialization
7: for t = 1, . . . , s do
8: j⇤  argmaxi2[n]{di �KDESt�1(xi)} . greedy
9: St  St�1 [ {x⇤

j} . add point to the set
10: end for
11: Output: (Ss,

1

s1s)) . return the sketch

Figure 4.7 reports the relative error achieved by di↵erent sketching procedures on random queries

and low-density queries on real-world datasets. Uniform, SKA and HBS achieve similar mean error
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Figure 4.7: Relative error of KDE queries using di↵erent sketching procedures on real-world datasets.

on random queries, while the latter two have improved performance on low-density queries, with HBS

performing slightly better than SKA. By design, HBS has similar performance with random sampling

on average, but performs better on relatively “sparse” regions due to the theoretical guarantee that

buckets with weight at least ⌧ are sampled with high probability. Due to the “regularization”

phenomenon described above, we observe that SKA+Uniform has improved performances on low-

density data points, and consistently outperforms uniform sampling in the experiments. In a few

datasets, SKA experiences an initial performance degradation; this tends to happen when we first

start to introduce random samples into the SKA sketch. Finally, Herding’s performance tends to

follow a “U” shape: when sketch sizes are small, the sketch does not have enough capacity to capture

more information of the original dataset; when sketch sizes are large, the density estimates are less

accurate as a result of increased downsampling. Kernel Herding is competitive only for a small

number of points in the sketch.

Finally, in Table 4.3, we report on the estimated precomputatation runtime reduction enabled

by HBS for the density estimation results reported in Table 4.1. The estimates are calculated by

dividing the number of data points hashed according to the original HBE procedure by the number

of data points hashed after enabling HBS.
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Table 4.3: Estimated overhead reduction enabled by HBS.

census TMY3 TIMIT SVHN covertype MSD GloVe ALOI

Reduction (est.) 958⇥ 755⇥ 821⇥ 659⇥ 554⇥ 607⇥ 595⇥ 303⇥

4.6 Discussion

4.6.1 Related Work

Fast Multipole Methods and Dual Tree Algorithms. This problem of KDE evaluation his-

torically was first studied in low dimensions (d  3) in the scientific computing literature, resulting in

the Fast Multipole Method (FMM) [138]. This influential line of work is based on hierarchical spatial

decomposition and runs in Õ(2d) time per evaluation point. Motivated by applications in statistical

learning [136], the problem was revisited in 2000’s and analogues of the Fast Multipole Method [137],

known as Dual Tree Algorithms [199], were proposed that aimed to capture latent underlying low-

dimensional structure [261]. Unfortunately, when such low-dimensional structure is absent, these

methods in general have near-linear O(n1�o(1)) runtime. Thus, under general assumptions, the only

method that was known [198] to provably accelerate kernel evaluation in high dimensions was simple

uniform random sampling (RS) requiring O( 1

✏2
1

µ ) samples where µ := KDEu
P (q).

Hashing-Based-Estimators. Aiming to improve upon simple random sampling, [300] and in-

dependently [63] introduced a class of methods that use hashing to perform importance sampling

to construct unbiased estimators for KDE at arbitrary query points q 2 Rd. [63] showed that this

approach o↵ers provable improvements compared to random sampling. In particular, for the Gen-

eralized t-student, Laplace (Exponential) and Gaussian kernels, the authors showed that one can

estimate the density at any point using only O( 1

✏2
1

p
µ ) samples. Recent advances have also extended

such techniques to more general kernels [28,64]. There is also work that applies hashing to get prac-

tical improvements to problems besides kernel evaluation such as outlier detection [209], gradient

estimation [75] and non-parametric clustering [210].

Approximate Skeletonization. A di↵erent line of work aimed at addressing the deficiencies of

FMM and Dual-Tree methods is that of ASKIT [219]. This method also produces a hierarchical

partition of points but then uses linear algebraic techniques to approximate the contribution of

points to each part by a combination of uniform samples and nearest neighbors. This makes the

method robust to the dimension and mostly dependent on the number of points.

Core-sets. The problem of sketching the KDE for all points has been studied under the name

of Core-sets or ✏-samples [251]. The methods are very e↵ective in low dimensions [342] d  3, but

become impractical to implement in higher dimensions for large data-sets due to their computational

requirements ⌦(n2) (e.g. [77]). For an up to date summary see the recent paper [252].
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4.6.2 Future Directions

Our work shows promising results towards translating theoretical advances into a practical system

with performance improvements on real-world datasets. To do so, we improved several aspects of

the HBE, such as reducing the constant factor of the sampling algorithm, reducing precomputation

overheads with sketching, and generalizing the analysis beyond worst-case scenarios. However, many

opportunities remain for future research.

First, while our cost-based optimizer can accurately estimate the sampling e�ciency of HBE

and RS at a small cost, better sampling e�ciency does not directly translate to better query time.

We have empirically observed that HBE queries are a constant time slower than RS queries due

to the additional complexity of the algorithm. The cost-based optimizer could be augmented with

machine- and dataset-specific parameters that account for the performance gap in wall-clock time.

Second, while our precomputed hash tables naturally allow insertion operations, supporting data

updates is not free. However, if we keep getting new data points generated from a significantly di↵er-

ent underlying distribution than existing ones, we would eventually need to update the LSH param-

eters to account for the di↵erences. It is unclear how to handle insertions from out-of-distribution

points without requiring rebuilding hash tables from scratch.

Finally, our work focuses on the evaluation/inference phase of kernel density estimation, where

the weights of each data point are fixed. However, in the training phase, the weights can change

from iteration to iteration. Rebuilding hash tables every iteration is too expensive, so extending

HBE to the training phase requires additional considerations.
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Chapter 5

ASAP: Automatic Smoothing in

Time Series Visualization

This chapter presents a novel visualization operator ASAP, designed to focus end-users’ attention

on large-scale trends and deviations in time series via automatic smoothing. Application authors,

site operators, and DevOps engineers collect and store large-scale volumes of time-stamped mea-

surements from infrastructure and applications (i.e., time series) to perform monitoring, health

checks, alerts, and analyses of unusual events such as failures [44, 160]. Despite the prevalence of

monitoring systems that range from on-premise software, including Ganglia [125], Graphite [135],

Prometheus [258], and Facebook Gorilla [243], to cloud services including DataDog [92], New

Relic [235], AWS CloudWatch [81], Google Stackdriver [304], and Microsoft Azure Monitor [224],

the e↵ective visualization of time series remains a challenge.

Through conversations with engineers who use time series data and databases in cloud services,

social networking, industrial manufacturing, electrical utilities, and mobile applications, we learned

that many production time series visualizations (i.e., dashboards) simply display raw data streams as

they arrive. The engineers reported that this display of raw data can be a poor match for production

scenarios involving data exploration and debugging. As data arrives in increasing volumes, even

small-scale fluctuations in data values can obscure overall trends and behaviors. For example, an

electrical utility employs two sta↵ to perform 24-hour monitoring of the generators. It is critical

that these sta↵ quickly identify any systematic shifts in the generator metrics on their monitoring

dashboards, even those that are “sub-threshold” with respect to a critical alarm. Unfortunately,

such sub-threshold events are easily obscured by short-term fluctuations in the visualization.

The resulting challenge in time series visualizations at scale is presenting the appropriate plot

that prioritizes users’ attention towards significant deviations. The time series depicted in Figure 5.1

1
Here and later in this section, we depict z-scores [192] instead of raw values. This choice of visualization provides

a means of normalizing the visual field across plots while still highlighting large-scale trends.

74



CHAPTER 5. ASAP: AUTOMATIC SMOOTHING IN TIME SERIES VISUALIZATION 75

Figure 5.1: Normalized number of NYC taxi passengers over 10 weeks.1 From top to bottom, the
three plots show the hourly average (unsmoothed), the weekly average (smoothed) and the monthly
average (oversmoothed) of the same time series. The arrows point to the week of Thanksgiving
(11/27), when the number of passengers dips. This phenomenon is most prominent in the smoothed
plot produced by ASAP, the subject of this section.

illustrates this challenge. The top plot displays the raw data: an hourly average of the number of

New York City taxi passengers over 75 days in 2014 [197]. The daily fluctuations of taxi volume

dominate the visual field, obscuring a significant long-term deviation: the number of taxi passengers

experienced a sustained dip during the week of Thanksgiving. The ideal solution would be to smooth

the local fluctuations to highlight this deviation in the visualization (Figure 5.1, middle). However,

if smoothed too aggressively, the visualization may hide this trend entirely (Figure 5.1, bottom).

In this work, we address the challenge of prioritizing analysts’ attention in time series visualiza-

tions using a simple strategy: smooth time series visualizations as much as possible while preserving

large-scale deviations. This raises two key questions. First, how can we quantitatively assess the

quality of a given visualization in removing small-scale variations and highlighting significant de-

viations? Second, how can we use such quantitative metrics to produce high-quality visualizations

at scale? We answer both questions through the design of a new time series visualization opera-

tor called ASAP (Automatic Smoothing for Attention Prioritization). ASAP quantifiably improves

end-user accuracy and speed in identifying significant deviations in time series, and is optimized to

execute at scale.2

To address the first question of quantitatively assessing visualization quality, we combine two

statistics. First, we measure the smoothness of a time series visualization via the variance of first

2
The demo and code are available at http://futuredata.stanford.edu/asap/

http://futuredata.stanford.edu/asap/
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di↵erences [66], or the variation of di↵erences between consecutive points in the series. Applying

a moving average of increasing length reduces this variance and smooths the plot. However, as

illustrated by Figure 5.1, it is possible to oversmooth and obscure the trend entirely. Therefore,

to prevent oversmoothing, we introduce a constraint based on preserving the kurtosis [96]—a mea-

sure of the “outlyingness” of a distribution—of the original time series, preserving its structure.

Incidentally, this kurtosis measure can also determine when not to smooth (e.g., if a series has a

few well-defined outlying regions). We demonstrate the utility of this combination of smoothness

measure and constraint via two user studies. Compared to displaying raw data, smoothing time

series visualizations using these metrics improves users’ accuracy in identifying anomalies by up to

38.4% and decreases response times by up to 44.3%.

Using these metrics, ASAP automatically selects smoothing parameters on users’ behalf, pro-

ducing the smoothest visualization that still retains large-scale deviations. Given a window of time

to visualize (e.g., the past 30 minutes of a time series), ASAP selects and applies an appropriate

smoothing parameter to the target series. Unlike existing smoothing techniques that are designed

to produce visually indistinguishable representations of the original signal (e.g., [173,286]), ASAP is

designed to “distort” visualizations (e.g., by removing local fluctuations) to highlight key deviations

(e.g., as in Figure 5.1) and prioritize analysts’ attention [30].

There are three main challenges to enabling this e�cient, automatic smoothing. First, our

target workloads exhibit large data volumes—up to millions of events per second—so ASAP must

produce legible visualizations despite high volumes. Second, to support interactive use, ASAP

must render quickly. As we demonstrate, an exhaustive search over smoothing parameters for 1

million points requires over an hour, yet we target sub-second response times. Third, appropriate

smoothing parameters may change over time: a high-quality parameter choice for one time period

may oversmooth or undersmooth in another. Therefore, ASAP must adapt its smoothing parameters

in response to changes in the streaming time series.

To address these challenges, ASAP combines techniques from stream processing, user interface

design, and signal processing. First, to scale to large volumes, ASAP pushes constraints regarding

the target end-user display into its design. ASAP exploits the fact that its results are designed to be

displayed in a fixed number of pixels (e.g., a maximum of 1334 pixels at a time on the iPhone 7), and

uses target resolution as a natural lower bound for the parameter search; choosing parameters that

would result in a resolution greater than the target display size is rarely beneficial. Accordingly,

ASAP pre-aggregates the data, thus reducing the search space. Second, to further improve the

rendering time, ASAP prunes the search space by searching for period-aligned time windows (i.e.,

a time lag with high autocorrelation) for periodic data and performing binary search for aperiodic

data. Our findings demonstrate that this search strategy leads to smooth aggregated series both

analytically and empirically. Third, to quickly respond to changes in fast-moving time series, ASAP

avoids recomputing smoothing parameters from scratch upon the arrival of each new data point.
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Instead, ASAP reuses computation and re-renders visualizations on human-observable timescales.

ASAP achieves its goals of e�cient and automatic smoothing by treating visualization properties,

including end-user display constraints and limitations of human perception as critical design con-

siderations. As we empirically demonstrate, this co-design yields useful results, quickly and without

manual tuning. We have implemented ASAP as a time series explanation operator in the MacroBase

fast data engine [29], and as a JavaScript library. The resulting ASAP prototypes demonstrate order-

of-magnitude runtime improvements over alternative search strategies while producing high-quality

smoothed visualizations.

In summary, this work makes the following contributions:

• ASAP, the first stream processing operator for automatically smoothing time series to reduce

local variance (i.e., minimize roughness) while preserving large-scale deviations (i.e., preserving

kurtosis) in visualizations.

• Three optimizations for improving ASAP’s execution speed that leverage 1) target device

resolution in pre-aggregation, 2) autocorrelation to exploit periodicity, and 3) partial materi-

alization for streaming updates.

• A quantitative evaluation demonstrating ASAP’s ability to improve user accuracy and response

time and deliver order-of-magnitude performance improvements.

The remainder of this chapter proceeds as follows. Section 5.1 provides additional background

regarding our target use cases as well as an overview of ASAP’s architecture and problem state-

ment. Section 5.2 describes ASAP’s basic search strategy as well as its optimizations for the batch

and streaming execution modes. Section 5.3 evaluates ASAP’s visualization quality through two

user studies, and Section 5.4 evaluates ASAP’s performance on a range of synthetic and real-world

datasets. Section 5.5 discusses related work, alternative design choices and ASAP’s real-world usage

and deployments.

5.1 Overview and Problem Statement

5.1.1 Architecture and Usage

ASAP provides analysts and system operators an e↵ective and e�cient means of highlighting large-

scale deviations in time series visualizations. In this section, we describe ASAP’s usage and archi-

tecture, illustrated via two additional case studies.

Given an input time series (i.e., set of temporally ordered data points) and target interval for

visualization (e.g., the last twelve hours of data), ASAP returns a transformed, smoothed time

series (e.g., also of twelve hours, but with a smoothing function applied) for visualization. In

the streaming setting, as new data points arrive, ASAP continuously smooths each fixed-size time
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Figure 5.2: Server CPU usage across a cluster over ten days [197], visualized via a 5 minute average
(raw) and an hourly average (via ASAP). The CPU usage spike around May 24th is obscured by
frequent fluctuations in the raw time series.

interval, producing a sequence of smoothed time series. Thus, ASAP acts as a transformation over

fixed-size sliding windows over a single time series. When ASAP users change the range of time

series to visualize (e.g., via zoom-in, zoom-out, scrolling), ASAP re-renders its output in accordance

with the new range. For e�ciency, ASAP also allows users to specify a target display resolution (in

pixels) and a desired refresh rate (in seconds).

ASAP can run either client-side or server-side. For easy integration with web-based front-ends,

ASAP can execute on the client; we provide a JavaScript library for doing so. However, for resource-

constrained clients, or for servers with a large number of visualization consumers, ASAP can execute

on the server, sending clients the smoothed stream; this is the execution mode that MacroBase [29]

adopts, and MacroBase’s ASAP implementation is portable to existing stream processing engines.

ASAP acts as a modular tool in time series visualization. It can ingest and process raw data

from time series databases such as InfluxDB, as well as from visualization clients such as plotting

libraries and frontends. For example, when building a monitoring dashboard, a DevOps engineer

could employ ASAP and plot the smoothed results in his metrics console, or, alternatively, overlay

the smoothed plot on top of the original time series. ASAP can also post-process outputs of time

series analyses including motif discovery, anomaly detection, and clustering [185,187,205,344]: given

a single time series as output from each of these analyses, ASAP can smooth the time series prior

to visualization.

To further illustrate ASAP’s potential uses in prioritizing attention in time series, we provide two

additional case studies cases below, and additional examples of raw time series and their smoothed

counterparts in Appendix C.2:

Application Monitoring. An on-call application operator is paged at 4AM due to an Amazon



CHAPTER 5. ASAP: AUTOMATIC SMOOTHING IN TIME SERIES VISUALIZATION 79

Figure 5.3: Temperature in England from 1723 to 1970 [164], visualized via a monthly average (raw)
and 23-year average (via ASAP). Fluctuations in the raw time series obscure the overall trend.

CloudWatch alarm on a sudden increase in CPU utilization on her Amazon Web Service cloud

instances. After reading the alert message, she accesses her cluster telemetry plots that include CPU

usage over the past ten days on her smartphone to obtain a basic understanding of the situation.

However, the smartphone’s display resolution is too small to e↵ectively display all 4000 readings; as

a result, the lines are closely stacked together in the plot, making CPU usage appear stable (Figure

5.2, top).3 Unable to obtain useful insights from the plot, the operator must rise from bed and begin

checking server logs manually to diagnose the issue. If she were to instead apply ASAP, the usage

spike around May 24th would no longer be hidden by noise.

Historical Analyses. A researcher interested in climate change examines a data set of monthly

temperature in England over 200 years. When she initially plots the data to determine long-term

trends, her plot spills over five lengths of her laptop screen.4 Instead of having to scroll to compare

temperature in the 1700s with the 1930s, she decides to plot the data herself to fit the entire time

series onto one screen. Now, in the re-plotted data (Figure 5.3, top), seasonal fluctuations each year

obscure the overall trend. Instead, if she were to instead use ASAP, she would see a clear trend of

rising temperature in the 1900s (Figure 5.3, bottom).

3
This plot is inspired by an actual use case we encountered in production time series from a large cloud operator;

high frequency fluctuations in the plot made it appear that a server was behaving abnormally, when in fact, its overall

(smoothed) behavior was similar to others in the cluster.
4
This is not a theoretical example; in fact, the site from which we obtained this data [164] plots the time series in

a six-page PDF. This presentation mode captures fine-grained structure but makes it di�cult to determine long-term

trends at a glance, as in Figure 5.3.
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5.1.2 Problem Definition

Next, we formally present ASAP’s problem statement. We first introduce the two key metrics that

ASAP uses to assess the quality of smoothed visualizations as well as its smoothing function. We

subsequently cast ASAP’s parameter search as an optimization problem.

Roughness Measure

As we have discussed, noise and/or frequent fluctuations can distract users from identifying large-

scale trends in time series visualizations. Therefore, to prioritize user attention, we wish to smooth

as much as possible while preserving systematic deviations. We first introduce a metric to quantify

the degree of smoothing.

Standard summary statistics such as mean and standard deviation alone may not su�ce to

capture a time series’s visual smoothness. For example, consider the three time series in Figure 5.4:

a jagged line (series A), a slightly bent line (series B), and a straight line (series C). These time

series appear di↵erent, yet all have a mean of zero and standard deviation of one. However, series C

looks “smoother” than series A and series B because it has a constant slope. Put another way, the

di↵erences between consecutive points in series C have smaller variation than consecutive points in

series A and B.

To formalize this intuition, we define the roughness (i.e., inverse “smoothness,” to be minimized)

of a time series as the standard deviation of the di↵erences between consecutive points in the series.

The smaller the variation of the di↵erences, the smoother the time series. Formally, given time series

X = {x1, x2, ..., xN}, xi 2 R, we adopt the concept of the first di↵erence series [66] as:

�X = {�x1,�x2, ...} s.t. �xi = xi+1 � xi, i 2 {1, 2, ..., N � 1}

Subsequently, we can define the roughness of time series X as the standard deviation of the first

di↵erence series:

roughness(X) = �(�X)

This use of variance of di↵erences is closely related to the concept of a variogram [89], a commonly-

used measure in spatial statistics (especially geostatistics) that characterizes the spatial continuity

(or surface roughness) of a given dataset. By this definition, the roughness of the three time series

in Figure 5.4 are 2.04, 0.4, and 0, respectively. Note that a time series will have a roughness value

of 0 if and only if the corresponding plot is a straight line (like series C). Specifically, a roughness

value of 0 implies the di↵erences between neighboring points are identical and therefore the plot

corresponding to the series will have a constant slope, resulting in a straight line.
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Figure 5.4: Three time series that appear visually distinct yet all have mean of zero and standard
deviation of one. This example illustrates that standard summary statistics such as mean and
standard deviation can fail to capture the visual “smoothness” of time series.

Preservation Measure

Per the above observation, if we simply minimize roughness, we will produce plots that approximate

straight lines. In some cases, this is desirable; if the overall trend is a straight line, then removing

noise may, in fact, result in a straight line. However, as our examples in Section 5.1 demonstrate,

many meaningful trends are not accurately represented by straight lines. As a result, we need a

measure of “trend preservation” that captures how well we are preserving large-scale deviations

within the time series.

To quantify how well we are preserving large deviations in the original time series, we measure

the distribution kurtosis [96]. Kurtosis captures “tailedness” of the probability distribution of a

real-valued random variable, or how much mass is near the tails of the distribution. More formally,

given a random variable X with mean µ and standard deviation �, kurtosis is defined as the fourth

standardized moment:

Kurt[X] =
E[(X � µ)4]

E[(X � µ)2]2

Higher kurtosis means that more of the variance is contributed by rare and extreme devia-

tions, instead of more frequent and modestly sized deviations [327]. For reference, the kurtosis for

univariate normal distribution is 3. Distributions with kurtosis less than 3, such as the uniform

distribution, produce fewer and less extreme outliers compared to normal distributions. Distribu-

tions with kurtosis larger than 3, such as the Laplace distribution, have heavier tails compared to

normal distributions. Figure 5.5 illustrates two time series sampled from the normal and Laplace

distribution discussed above. Despite having the same mean and variance, kurtosis captures the two

series’ di↵erence in tendency to produce outliers.

To prevent oversmoothing large-scale deviations in the original time series, we compare the

kurtosis of the time series before and after applying the smoothing function. If the kurtosis of the

original series is greater than or equal to the smoothed series, then the proportion of values that

significantly deviate in the smoothed series is no smaller than the proportion in the original series.
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Figure 5.5: Time series and histograms sampled from a normal distribution (left) and a Laplace
distribution (right). Despite having the same mean (0) and variance (2), the Laplace series includes
a few large deviations, while the normal includes a large number of moderate deviations. The
di↵erence in tendency to produce outliers is captured by kurtosis: the normal distribution has a
kurtosis of 3, while the Laplace distribution has a kurtosis of 6.

If smoothing is e↵ective, then the smoothing will “concentrate” the values around regions of large

deviation (i.e., significant shifts from the mean) and therefore highlight these deviations.

If the original time series only contains a few extreme outliers, the smoothing is likely to only

average out the deviations, which we also account for in our parameter selection procedure. For

example, consider a time series with all but one point in the range [�1, 1] and a single outlying point

that has a value of 10. This outlier may be the most important piece of information that users would

like to highlight in the time series, so applying a simple moving average only decreases the extent of

this deviation (i.e., the kurtosis of the smoothed time series decreases). The kurtosis preservation

constraint thus ensures we leave the original time series unsmoothed.

Smoothing Function

Given our roughness and preservation measure, we wish to smooth our time series as much as possible

(i.e., minimizing roughness) while preserving large-scale deviations (i.e., preserving kurtosis). To

perform the actual smoothing, we need a smoothing function.

In this paper, we focus on simple moving average (SMA) as the smoothing function. Three

reasons motivate this choice. First, SMA is well studied in the stream processing literature, with

several existing techniques for e�cient execution and incremental maintenance [201]. We adopt these
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techniques, while using roughness and preservation metrics as a means of automatically tuning SMA

parameters for visual e↵ect. Second, SMA is also well studied in the signal processing community.

Statistically, the moving average is optimal for recovering the underlying trend of the time series

when the fluctuations about the trend are normally distributed [298], despite its light computational

footprint and conceptual simplicity compared to alternatives. Third, we experimented with several

alternatives including the MinMax aggregation, the Fourier transform [297], and the Savitzky-Golay

filter [276]; SMA had fewer parameters to tune and proved more e↵ective at smoothing per our

target metrics. We include a visual comparison in [267].

Given input w 2 N, SMA averages every sequential set of w points in the original time series X

to produce one point in the smoothed series Y . We can express SMA as:

SMA(X,w) = {y1, ...yN�w} s.t. yi =
1

w

w�1X

j=0

xi+j

When applying SMA over data streams with a sliding window, users can adjust its window

size (number of points in each window) and slide size (distance between neighboring windows)

parameters. In time series visualization, slide size determines the sampling frequency of the original

time series and, therefore, the number of distinct, discrete data points in the smoothed plot. In this

work, we focus on automatically selecting a window size for a given slide size. Instead of tuning slide

size, we employ a policy that sets slide size according to the desired number of points (i.e., pixels) in

the final visualization (i.e., # original points

#desired points
). Increasing the slide size beyond this threshold results in

fewer data points than specified in the smoothed visualization, and decreasing the slide sizes results

in a smoothed time series with more data points than available display resolution. Therefore, we

found that varying the slide size did not dramatically improve visualization quality.

ASAP Problem Statement

Given our roughness and preservation measures and smoothing function, we present ASAP’s prob-

lem statement as follows:

Problem. Given time series X = {x1, x2, ..., xN}, let Y = {y1, y2, ...,

yN�W } be the smoothed series of X obtained by applying a simple moving average with window size

w (i.e., yi =
1

w

Pw�1

j=0
xi+j). Find window size ŵ where:

ŵ = argmin
w

�(�(Y )) s.t. Kurt[Y ] � Kurt[X]

That is, we wish to reduce roughness in a given time series as much as possible by applying a sliding

window average function to the data while preserving kurtosis.
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5.2 Implementation and Optimizations

In this section, we describe ASAP’s core search strategy and optimizations for solving the problem

of smoothing parameter selection. We first focus on smoothing a single, fixed-length time series,

beginning with a walkthrough of a strawperson solution and an analysis of the problem dynamics

under a simple, IID distribution (Section 5.2.1). Using the insights from this analysis, we develop

a pruning optimization based on autocorrelation (Section 5.2.2). We then introduce a pixel-aware

optimization that greatly reduces the input space via preaggregation (Section 5.2.3). Finally, we

discuss additional optimizations for the streaming setting (Section 5.2.4).

5.2.1 Strawperson Solution and IID Analysis

Strawperson Solution. We could exhaustively search all possible window lengths and return

the one that gives the smallest roughness measure while satisfying the kurtosis constraint. For each

candidate window length, we need to smooth the series and evaluate the roughness and kurtosis.

Each of these computations requires linear time (O(N)). However, there are also many candidates

to evaluate: for a time series of size N , we may need to evaluate up to N possible window lengths,

resulting in a total running time of O(N2). As we illustrate empirically in Section 5.4, in the regime

where N is even modestly large, this computation can be prohibitively expensive.

We might consider improving the runtime of this exhaustive search by performing grid search

via a sequence of larger step sizes, or by performing binary search. However, as we will demonstrate

momentarily, the roughness metric is not guaranteed to be monotonic in window length and therefore,

the above search strategies may deliver poor quality results.

Basic IID Analysis. To develop a more e�cient search strategy, we first consider how window

length a↵ects the roughness and kurtosis of the smoothed series.

Consider a time series X : {x1, x2, ..., xN} consisting of samples drawn identically independently

distributed (IID) from some distribution with mean µ and standard deviation �. After applying a

moving average of window length w, we obtain the smoothed series:

Y = SMA(X,w), yi =
1

w

w�1X

j=0

xi+j , i 2 {1, 2, ..., N � w}

We denote the first di↵erence series as �Y = {�y1,�y2, ...}, where

�yi = yi+1 � yi =
1

w

w�1X

j=0

(xi+j+1 � xi+j) =
1

w
(xi+w � xi)

For convenience, we also denote the first N �w points of X as Xf = {x1, x2, ..., xN�w} and the last

N � w points of X as Xl = {xw+1, xw+2, ..., xN}. Then �Y = 1

w (Xl �Xf ), and roughness of the
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smoothed series Y can be written as:

roughness(Y ) = �(�Y ) =
1

w

q
var(Xf ) + var(Xl)� 2cov(Xl, Xf ) (5.1)

Since each xi is drawn IID from the same distribution, we have var(Xf ) = var(Xl) = �2 and

cov(Xf , Xl) = 0. Substituting in Equation 5.1 we obtain:

roughness(Y ) =

p
2�

w
(5.2)

Therefore, for IID data, roughness linearly decreases with increased window size. Further, the

kurtosis of random variable S, defined as the sum of independent random variables R1, ..., Rn, is

Kurt[S]� 3 =
1

(
Pn

j=1
�2

j )
2

nX

i=1

�4

i (Kurt[Ri]� 3) (5.3)

where �i is the standard deviation of the random variable Ri. In our case, Y is the sum of w IID

random variables X [236]. Thus, Equation 5.3 simplifies to

Kurt[Y ]� 3 =
Kurt[X]� 3

w
. (5.4)

Therefore, for IID series drawn from distributions with initial kurtosis less than 3, kurtosis

monotonically increases with window length and for series drawn from distributions with initial

kurtosis larger than 3, kurtosis monotonically decreases.

In summary, these results indicate that for IID data, we can simply search for the largest window

length that satisfies kurtosis constraint via binary search. Specifically, given a range of candidate

window lengths, ASAP applies SMA with window length that is in the middle of the range. If

the resulting smoothed series violates the kurtosis constraint, ASAP searches the smaller half of

the range; otherwise, ASAP searches the large half. This binary search routine is justified because

the roughness of the smoothed series monotonically decreases with window length (Equation 5.2),

and the kurtosis of the smoothed series monotonically decreases with window length or achieves its

minimum at window length equals one (Equation 5.4).

However, many time series exhibit temporal correlations, which breaks the above IID assumption.

In the remainder of this section, we describe an alternative search strategy that is able to retain the

quality of exhaustive search while achieving meaningful speedups by quickly pruning unpromising

candidates and by optimizing for the desired pixel density.
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5.2.2 Optimization: Autocorrelation-Based Pruning

We have just shown that, for IID data, binary search is accurate, yet many time series are not IID;

instead, they are often periodic or exhibit other temporal correlations. For example, many servers

and automated processes have regular workloads and exhibit periodic behavior across hourly, daily,

or longer intervals.

To measure temporal correlations within a time series, we measure the time series autocorrelation,

or the similarity of a signal with itself as a function of the time lag between two points [291]. Formally,

given a process X whose mean µ and variance �2 are time independent (i.e., is a weakly stationary

process), denote Xt as the value produced by a given run of the process at time t. The lag ⌧

autocorrelation function (ACF) on X is defined as

ACF(X, ⌧) =
cov(Xt, Xt+⌧ )

�2
=

E[(Xt � µ)(Xt+⌧ � µ)]

�2

The value of the autocorrelation function ranges from [-1, 1], with 1 indicating perfect correlation,

0 indicating the lack of correlation and -1 indicating anti-correlation.

Autocorrelation and Roughness

As suggested above, we can take advantage of the periodicity in the original time series to prune

the search space. Specifically, given the original time series X : {x1, x2, ..., xN}, and the smoothed

series Y : {y1, y2, ..., yN�w} obtained by applying a moving average of window length w, we show

that

roughness(Y ) =

p
2�

w

r
1�

N

N � w
ACF(X,w) (5.5)

for a weakly stationary process X. We provide a full derivation of Equation 5.5 in Appendix C.1.1;

however, intuitively, this equation illustrates that window length and autocorrelation both a↵ect

roughness. For example, consider a time series recording the number of taxi trips taken over 30-

minute intervals. Due to the regularity of commuting routines, this time series exhibits autocorre-

lation across week-long periods (e.g., a typical Monday is likely to be much more similar to another

Monday than a typical Saturday). Furthermore, a rolling weekly average of the number of trips

should, in expectation, have a smaller variance than rolling 6-day averages: for example, if people

are more likely to take taxis during weekdays than during weekends, then the average from Monday

to Saturday should be larger than the average from Tuesday to Sunday. Therefore, window lengths

that align with periods of high autocorrelation make the resulting series smoother.

We experimentally validate this relationship on real world data (Appendix C.1.1) and use this

relationship to aggressively prune the space of windows to search (Section 5.2.2).
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Autocorrelation and Kurtosis

In addition to roughness, we also investigate the impact of temporal correlations on the kurtosis

constraint. We start with an example that illustrates how choosing window lengths with high

temporal correlation (i.e., autocorrelation) leads to high kurtosis.

Consider a time series (sparkline below, left) consisting of a sine wave with 640 data points. Each

complete sine wave is 32 data points long, and in the region from 320th to 336th data point, the

peak of the sine wave is taller than usual. When applying a window that are multiples of the period,

the smoothed series (sparkline below, right) is zero everywhere except around the region where the

peak is higher. The smoothed series in the latter case has higher kurtosis because it only contains

one large deviation from the mean. In contrast, applying a moving average with window length that

is not a multiple of the period will not highlight this peak.

This example illustrates the case when applying moving average with window lengths aligning

with the period of the time series can not only remove periodic behavior from the visualization

(therefore highlighting deviations from period to period), but also the kurtosis of the smoothed

series is also larger at the periodic window size. In ASAP, we find that, empirically, if a candidate

window that is aligned with the time series period does not satisfy the kurtosis constraint, it is rare

that a nearby candidate window that is o↵ the period would satisfy the constraint instead; moreover,

such a nearby aperiodic window would likely result in a rougher series.

Pruning Strategies

Following the above observations, ASAP adopts the following two pruning strategies. The corre-

sponding pseudocode for ASAP’s search is listed in Algorithm 10.

Autocorrelation peaks. To quickly filter out suboptimal window lengths, ASAP searches for

windows that correspond to periods of high autocorrelation. Specifically, ASAP only checks autocor-

relation peaks, which are local maximums in the autocorrelation function and correspond to periods

in the time series. For periodic datasets, these peaks are usually much higher than neighboring

points, meaning that the corresponding roughness of the smoothed time series is much lower. This

is justified by Equation 5.5—all else equal, roughness decreases with the increase of autocorrelation.

Näıvely computing autocorrelation via brute force requires O(n2) time; thus, a brute force this

approach is unlikely to deliver speedups over the näıve exhaustive search for finding window length.

However, we can improve the runtime of autocorrelation, to O(n log(n)) time, using two Fast Fourier

Transforms (FFT) [254]. In addition to providing asymptotic speedups, this approach also allows

us to make use of optimized FFT routines designed for signal processing, in the form of mature

software libraries and increasingly common hardware implementations (e.g., DSP accelerators).
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Algorithm 10 Search for periodic data

Variables:
X: time series; candidates: array of candidate window lengths
acf [w]: autocorrelation for w; maxACF: maximum autocorrelation peak
opt: a set of states for the current best candidate in the search, including

{roughness, wLB, window, largestFeasibleIdx}

function updateLB(wLB, w) . Update lower bound

return max(wLB, w
q

1�maxACF
1�acf [w]

)

end function
function isRougher(currentBestWindow, w) . Compare roughness

return
p

1�acf [w]

w >
p

1�acf [currentBestWindow]

currentBestWindow
end function
function searchPeriodic(X, candidates, opt)

N = candidates.length
for i 2 {N, N-1, ..., 1} do . Large to small

w = candidates[i]
if w < opt.wLB then . Lower bound pruning

break
end if
if isRougher(opt.window, w) then . Roughness pruning

continue
end if
Y = SMA(X, w)
if roughness(Y) < opt.roughness and

kurt(Y) � kurt(X) then . Kurtosis constraint
opt.window = w
opt.roughness = roughness(Y)
opt.wLB = updateLB(opt.wLB, w)
opt.largestFeasibleIdx = max(opt.largestFeasibleIdx, i)

end if
end for
return opt

end function

Large to small. Since roughness decreases with window length (Equation 5.5, roughness is

proportional to 1

w ), ASAP searches from larger to smaller window lengths. When two windows

w1, w2(w1 < w2) have identical autocorrelation, the larger window will always have lower roughness

under SMA. However, when the windows have di↵erent autocorrelations a1, a2, the smaller window

w1 will only provide lower roughness if w1 > w2

q
1�a1
1�a2

. Moreover, since ASAP only considers

autocorrelation peaks as candidate windows, a1 is no larger than the largest autocorrelation peak

in the time series, which we refer to as maxACF . Therefore, the smallest window w1 that is able
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Algorithm 11 Batch ASAP

function findWindow(X, opt)
candidates = getAcfPeaks(X)
opt = searchPeriodic(X, candidates, opt)
head = max(opt.wLB, candidates[opt.largestFeasibleIdx + 1])
tail = min(maxWindow, candidates[opt.largestFeasibleIdx + 1])
opt = binarySearch(X, head, tail, opt)
return opt.window

end function

to produce smoother series than w2 must satisfy

w1 > w2

r
1� a1
1� a2

> w2

r
1�maxACF

1� a2
(5.6)

If ASAP finds a feasible window length for smoothing relatively early in the search, it uses

Equation 5.6 to prune smaller windows that will not produce a smoother series (updateLB in Algo-

rithm 10). Similarly, once ASAP has a feasible window, it can also prune window candidates whose

roughness estimate (via Equation 5.5) is larger than the current best (isRougher in Algorithm 10).

In summary, the two pruning rules are complementary: the lower bound pruning reduces the search

space from below, eliminating search candidates that are too small; the roughness estimate reduces

the search space from above, further eliminating unpromising candidates above the lower bound.

Our pruning strategies exploit temporal correlations, which will be less e↵ective for aperiodic

data. However, per our analysis in Section 5.2.1, IID data is better-behaved under simple search.

Therefore, ASAP falls back to binary search for aperiodic data. ASAP allows users to optionally

specify a maximum window size to consider. Together, the search procedure is listed in Algorithm 11.

5.2.3 Optimization: Pixel-aware Preaggregation

In addition to leveraging statistical properties of the data, ASAP can also leverage perceptual

properties of the target devices. That is, ASAP’s smoothed time series are designed to be displayed

on devices such as computer monitors, smartphones, and tablet screens for human consumption.

Each of these target media has a limited resolution; as Table 5.1 illustrates, even high-end displays

such as the 2016 Apple iMac 5K are limited in horizontal resolution to 5120 pixels, while displays

such as the 2016 Apple Watch contain as few as 272 pixels. These pixel densities place restrictions

on the amount of information that can be displayed in a plot.

ASAP is able to leverage these limited pixel densities to improve search time. Specifically, ASAP

avoids searching for window lengths that would result in more points than pixels supported by the

target device. For example, a datacenter server may report CPU utilization metrics every second

(604,800 points per week). If an operator wants to view a plot of weekly CPU usage on her 2016

Retina MacBook Pro, she will only be able to see a maximum of 2304 distinct pixels as supported
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Table 5.1: Popular devices and search space reduction achieved via pixel-aware preaggregation for
a time series with 1M points.

Device Resolution Reduction on 1M pts
38mm Apple Watch 272 x 340 3676x
Samsung Galaxy S7 1440 x 2560 694x
13” MacBook Pro 2304 x 1440 434x
Dell 34 Curved Monitor 3440 x 1440 291x
27” iMac Retina 5120 x 2880 195x

by the display resolution. If ASAP smooths using a window smaller than 262 seconds (i.e., 604,800
2304

),

the resulting plot will contain more points than pixels on the operator’s screen (i.e., to display all

information in the original time series, the slide size must be no larger than window length). As a

result, this point-to-pixel ratio places a lower bound on the window length that ASAP should search.

In addition, the point-to-pixel ratio is also a useful proxy for the granularity of information content

contained in a given pixel. While one could search for window lengths that correspond to sub-pixel

boundaries, in practice, we have found that searching for windows that are integer multiples of the

point-to-pixel ratio su�ces to capture the majority of useful information in a plot. We provide an

analysis in Appendix C.1.2 and empirically demonstrate these phenomena in Section 5.4.2.

Combined, these observations yield a powerful optimization for ASAP’s search strategy. Given

a target display resolution (or desired number of points for a plot), ASAP pushes this information

into its search strategy by only searching windows that are integer multiples of point-to-pixel ra-

tio. To implement this e�ciently, ASAP preaggregates the data points according to groups of size

corresponding to the point-to-pixel ratio, then proceeds to search over these preaggregated points.

With this preaggregation, ASAP’s performance is not dependent on the number of data points in

the original time series but instead depends on the target resolution of the end device. As a result,

in Section 5.4, we evaluate ASAP’s performance over di↵erent target resolutions and demonstrate

scalability to millions of incoming data points per second.

5.2.4 Optimization: Streaming ASAP

ASAP is designed to process streams of time series and update plots as new data arrives. Here, we

describe how ASAP e�ciently operates over data streams by combining techniques from traditional

stream processing with constraints on human perception.

Basic Operations. As new data points arrive, ASAP must update its smoothing parameters to

accommodate changes in the trends, such as periodicity. As in Section 5.2.3, in the streaming setting,

we can preaggregate data as it arrives according to the point-to-pixel ratio. However, as data transits

the duration of time ASAP is configured to smooth (e.g., the last 30 minutes of readings), ASAP

must remove outdated points from the window. To manage this intermediate state, ASAP adapts

techniques from streaming processing that sub-aggregate input streams for performance gain. That
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Algorithm 12 Streaming ASAP

Variables: X: preaggregated time series; interval: refresh interval

function checkLastWindow(X, opt)
Y = SMA(X, opt.window)
if kurt(Y) � kurt(X) then

update roughness and wLB for opt
else

re-initialize opt
end ifreturn opt

end function
function updateWindow(X, interval)

while True do
collect new data points until interval
subaggregate new data points, and update X
updateACF(X)
opt = checkLastWindow(X, opt)
findWindow(X, opt)

end while
end function

is, sliding window aggregates such as SMA can be computed more e�ciently by sub-aggregating

the incoming data into disjoint segments (i.e., panes) that are sizes of greatest common divisor of

window and slide size [201]. We can perform similar pixel-aware preaggregations for data streams

using panes.

ASAP maintains a linked list of all subaggregations in the window and, when prompted, re-

executes the search routine from the previous section. Instead of recomputing the smoothing window

from scratch, ASAP records the result of the previous rendering request and uses it as a “seed” for

the new search. Specifically, since streams often exhibit similar behavior over time, the previous

smoothing parameter could possibly apply to the current request. In this case, ASAP starts the

new search with a known feasible window length, which enables the roughness estimation pruning

procedure (isRougher in Algorithm 10) to rule out candidates automatically.

On-demand updates. A näıve strategy for updating ASAP’s output is to update the plot upon

arrival of each point. This is ine�cient. For example, consider a data stream with a volume of one

million points per second. Refreshing the plot for every data point requires updating the plot every

0.001 milliseconds. However, since humans can only perceive changes on the order of 60 events per

second [163], this update rate is unnecessary. With pixel-aware preaggregation, we would refresh

for each aggregated data point instead, the rate of which may still be higher than necessary. To

visualize 10 minutes of data on a 27-inch iMac for example, pixel-aware preaggregation provides us

aggregates data points that are 12ms apart (83Hz). As a result, we designed ASAP to only refresh

at (configurable) timescales that are perceptible to humans. In our example above, a 1Hz update
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speed results in a 83⇥ reduction in the number of calls to the ASAP search routine; this reduction

means we will either use less processing power and/or be able to process data at higher volumes. In

Section 5.4.2, we empirically investigate the relationship between total runtime and refresh rate.

Putting it all together. Algorithm 12 shows the full streaming ASAP algorithm. ASAP ag-

gregates the incoming data points according to the desired point-to-pixel ratio, and maintains a

linked list of the aggregates. After collecting a refresh-interval-time worth of aggregates, ASAP up-

dates data points in the current visualization, and recalculates the autocorrelation (updateACF).

ASAP then checks whether the window length from the last rendering request is still feasible

(checkLastWindow). If so, ASAP uses this previous window length to quickly improve the

lower bound for the new search. Otherwise, ASAP starts the new search from scratch.

5.3 Evaluation: User Study

In this section, we evaluate the empirical e↵ectiveness of ASAP’s visualizations via two user stud-

ies. We demonstrate that ASAP visualizations lead to faster and more accurate identifications of

anomalies in time series.

Visualization Techniques for Comparison. In each study, we compare ASAP’s visualizations

to a set of alternatives (cf. Section 5.5.1): i) the original data, ii) the M4 algorithm [173], iii) the

Visvalingam-Whyatt algorithm [318], iv) piecewise aggregate approximation (PAA) [184] (PAA100

reduces the number of points to 100; PAA800 reduces to 800), and v) an “oversmoothed” plot

generated by applying SMA with a window size of 1

4
of the number of points. All plots are rendered

using an 800 pixel resolution.

Datasets. We select five publicly-available time series described in Table 5.2 because each has

known ground truth anomalies. We use this ground truth as a means of evaluating visualization

quality by measuring users’ ability to identify anomalous behaviors in the visualization and by

assessing their preferences. Plots and text descriptions used in our user studies are available in

Appendix B of the extended Technical Report [267].

5.3.1 Anomaly Identification

To assess how di↵erent smoothing algorithms a↵ect users’ ability to identify anomalies in time series

visualization, we ran a large-scale user study on Amazon Mechanical Turk, in accordance with

Stanford University IRB guidelines.

In this first study, we presented users with textual descriptions of each dataset and anomaly,

and asked them to select one out of the five equally-sized regions in a given time series visualization

where the described anomaly occurred. Users performed anomaly identification using a single,

randomly chosen visualization for each dataset, and, for each identification task, we recorded the
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Figure 5.6: Accuracy in identifying anomalous regions and response times, with error bars indicating
standard error of samples. On average, ASAP improves accuracy by 32.7% while reducing response
time by 28.8% compared to other visualizations.

user’s accuracy and response time. The user study involved 700 distinct Amazon Mechanical Turk

workers, 406 of whom self-reported as intermediate or expert users of Excel, 324 of whom self-

reported as intermediate or expert users of databases, and 288 of whom self-reported seeing time

series at least once per month.

We report the accuracy and response time for the seven visualization techniques described above

in Figure 5.6, where each bar in the plot represents an average of 50 users. When shown ASAP’s

visualizations, users were more likely to correctly identify the anomalous region, and to do so more

quickly than alternatives. Specifically, users’ accuracy of identifying the anomalous region increased

by 21.3% when presented with ASAP’s visualizations instead of the original time series, and users did

so 23.9% more quickly. Compared to all other methods, users experience an average of 35.0% (max:

43.1%) increase in accuracy and 29.8% (max: 33.8%) decrease in response time with ASAP. ASAP

led to most accurate results for all datasets except for the Temp dataset, in which the oversmooth
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Figure 5.7: Visual preference study. Users prefer ASAP 65% of the time on average, and 59% more
often than the original time series.

strategy was able to better highlight (by 14.6%) a large increasing temperature trend over several

decades, corresponding to the rise of global warming [325]. However, ASAP results in 38.4% more

accurate identification than the raw data for this dataset. Overall, ASAP consistently produces high-

quality plots, while the quality of alternative visualization methods varies widely across datasets.

We provide additional results from a sensitivity analysis of the impact of roughness and kurtosis

in Section 5.3.3, where we show that ASAP also outperforms alternative configurations in average

accuracy and response time.

5.3.2 Visual Preferences

In addition to the above user study, which was based on a large crowdsourced sample, we performed

a targeted user study with 20 graduate students in Computer Science. We retained the same

datasets and descriptions of dataset and anomaly from the previous study, and asked users to

select the visualization that best highlights the described anomaly in order to measure visualization

preferences. In contrast with the previous study, due to smaller sample size, we presented a set of

four visualizations–original, ASAP, PAA100, and oversmooth–anonymized and randomly permuted

for each dataset.

Figure 5.7 presents results from this study. Across all five datasets, users preferred ASAP’s

visualizations as a means of visualizing anomalies in 65% of the trials (random: 25%). Specifically,

for datasets Taxi (Figure B.4, Appendix [267]), EEG (Figure B.5, Appendix [267]), and Power (Fig-

ure B.7, Appendix [267]), over 70% of users preferred ASAP’s presentation of the time series. For

these datasets, smoothing helps remove the high-frequency fluctuations in the original dataset and

therefore better highlights the known anomalies. For dataset Sine (Figure B.6, Appendix [267]), a

simulated noisy sine wave with a small region where the period is halved, 60% users chose ASAP,

followed by 30% choosing PAA100. In follow-up interviews, some users expressed uncertainty about
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Figure 5.8: Impact of roughness and kurtosis on user’s accuracy and response time for the anomaly
identification user study.

this final plot: while the ASAP plot clearly highlights the anomaly, the PAA100 plot more closely

resembles the description of the original signal. In the Temp dataset, 70% of users chose the over-

smoothed plot, and 25% chose ASAP. For this dataset—which contains monthly temperature read-

ings spanning over 250 years—aggressive smoothing better highlights the decade-long warming trend

(Figure B.3, Appendix [267]). In addition, no user preferred the original temperature plot, further

confirming that smoothing is beneficial.

In summary, these results illustrate the utility of ASAP’s target metrics in producing high-quality

time series visualizations that highlight anomalous behavior.

5.3.3 Sensitivity Analysis

Finally, we performed a sensitivity analysis in which we compared users’ performances in the anomaly

identification task under variations of the original ASAP problem formulation.

Sensitivity to Target Roughness. We varied the target roughness for each dataset and measured

the impact on end user’s accuracy and response time. Specifically, we used the roughness of the

ASAP plot for each dataset as the reference, and generated plots that have 8 times (8x), 4 times

(4x), 2 times (2x) and half (1/2x) the roughness. We report results in Figure 5.8, where the bar

represents the average accuracy and response time from about 50 Amazon mechanical turk workers.

While the results vary across each dataset, we observe that less smooth plots result in lower average

accuracy (61.5% for 8x and 55.8% for 4x) compared to smoother plots (78.6% for 2x and 79.8% for

1/2x). Overall, ASAP achieves the highest average accuracy and the lowest response time among

all configurations.
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Sensitivity to Kurtosis Constraints. Similar to the roughness study, we varied the kurtosis

constraint to preserving 0.5x (k0.5), 1.5x (k1.5) and 2x (k2) of kurtosis of the original time series.

For three out of the five datasets, varying the kurtosis constraint didn’t a↵ect the final visualization,

since the ASAP visualization already has a relatively small roughness and high kurtosis. We report

additional kurtosis results for the Power and EEG dataset in Figure 5.8. Overall, we find that

roughness has a larger impact on end results compared to kurtosis.

5.4 Evaluation: Performance Analysis

While the user studies illustrate the utility of the smoothed visualizations, it is critical that ASAP is

able to render them quickly and over changing time series. To assess ASAP’s end-to-end performance

as well as the impact of each of its optimizations, we performed a series of performance benchmarks.

Our goal is to demonstrate that:

• ASAP identifies high quality windows quickly (Section 5.4.1).

• ASAP’s optimizations—autocorrelation, pixel-aware aggregation and on-demand update—

provide complementary speedups up to seven order-of-magnitude over baseline (Section 5.4.2).

Implementation and Experimental Setup. We implemented an ASAP prototype as an

explanation operator for processing output data streams in the MacroBase streaming analytics

engine [29]. We report results from evaluating the prototype on a server with four Intel Xeon E5-

4657L 2.4GHz CPUs containing 12 cores per CPU and 1TB of RAM (although we use considerably

less RAM in processing). We exclude data loading time from our results but report all other

computation time. We report results from the average of three or more trials per experiment. We

use a set of 11 of datasets of varying sizes collected from a variety of application domains; Table 5.2

provides detailed descriptions of each dataset; we provide plots from each experiment in [267].

5.4.1 End-to-End Performance

To demonstrate ASAP’s ability to find high-quality window sizes quickly, we evaluate ASAP’s win-

dow quality and search time compared to alternative search strategies. We compare exhaustive

search, grid search of varying step size (2, 10), and binary search.

First, as Table 5.2 illustrates, with a target resolution of 1200 pixels, ASAP is able to find

the same smoothing parameter as the exhaustive search for all datasets by checking an average

of 8.64 candidates, instead of 113.64 candidates per dataset for the exhaustive search. For the

Twitter AAPL dataset, both exhaustive search and ASAP leave the visualization unsmoothed; this

time series (Figure C.4f) is smooth except for a few unusual peaks, so further smoothing would have

averaged out the peaks.
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Table 5.2: Dataset descriptions and batch results from ASAP and exhaustive search over pre-
aggregated data for target resolution 1200 pixels. ASAP finds the same choice of smoothing param-
eter as optimal, exhaustive search while searching an average of 13⇥ fewer candidates.

Dataset Description # points Duration Exhaustive ASAP
gas sensor [206] Sensor measurements of

a gas mixture

4,208,261 12 hours window size: 26

#candidates: 115

window size: 26

#candidates: 7

EEG [187] Excerpt of electrocar-

diogram

45,000 180 sec window size: 22

#candidates: 119

window size: 22

#candidates: 21

Power [187] Power consumption of a

research facility

35,040 35040 sec window size: 16

#candidates: 115

window size: 16

#candidates: 23

tra�c data [12] Vehicle tra�c observed

for 4 months

32,075 4 months window size: 84

#candidates: 120

window size: 84

#candidates: 6

machine temp [197] Temperature of a ma-

chine component

22,695 70 days window size: 44

# candidates: 125

window size: 44

#candidates: 7

Twitter AAPL [197] A collection of Twitter

mentions of Apple

15,902 2 months window size: 1

# candidates: 120

window size: 1

#candidates: 7

ramp tra�c [206] Car count on a freeway

ramp in Los Angeles

8,640 1 month window size: 96

# candidates: 117

window size: 96

#candidates: 5

sim daily [197] Simulated data with

one abnormal day

4,033 2 weeks window size: 72

# candidates: 100

window size: 72

#candidates: 5

Taxi [197] Number of NYC taxi

passengers

3,600 75 days window size: 112

# candidates: 120

window size: 112

#candidates: 4

Temp [164] Monthly temperature in

England (1723-1970)

2,976 248 years window size: 112

# candidates: 120

window size: 112

#candidates: 4

Sine [185] Noisy sine wave with an

anomaly that is half the

usual period

800 800 sec window size: 64

# candidates: 79

window size: 64

#candidates: 6

Second, we evaluate di↵erences in wall-clock speed and achieved smoothness. All algorithms

run on preaggregated data, so the throughput di↵erence is only caused by the di↵erence in search

strategies; we further investigate the impact of pixel-aware preaggregation in Section 5.4.2. Fig-

ure 5.9 shows that ASAP is able to achieve up to 60⇥ faster search time than exhaustive search

over pre-aggregated series, with near-identical roughness ratio. ASAP’s runtime performance scales

comparably to binary search, although it lags by up to 50% due to its autocorrelation calculation.

However, while ASAP produces high-quality smoothed visualizations, binary search is up to 7.5⇥

rougher than ASAP. Grid search with step size two delivers similar-quality results as ASAP but

fails to scale, while grid search with step size ten delivers the worst overall results. In summary,

end-to-end, ASAP provides significant speedups over exhaustive search while retaining its quality of

visualization. We provide additional runtime comparison with PAA and M4 in [267] (Appendix A.3).

5.4.2 Impact of Optimizations

In this section, we further evaluate the contribution of each of ASAP’s optimizations—autocorrelation

pruning, pixel-aware preaggregation, on-demand update—both individually and combined.

Pixel-aware preaggregation. We first perform a microbenchmark on the impact of pixel-

aware preaggregation (Section 5.2.3) on both throughput and smoothness. Figure 5.10 shows the
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Figure 5.9: Throughput and quality of ASAP, grid search, and binary search over pre-aggregated
time series according to varying target resolutions. Both plots report throughput and roughness
compared to exhaustive search and report an average from the seven largest datasets in Table 5.2.
ASAP exhibits similar speed-ups to binary search while retaining quality close to exhaustive search.
ASAP’s autocorrelation calculation incurs up to 50% overhead compared to binary search but its
results are up to 7.5⇥ smoother.

throughput and quality of ASAP and exhaustive search with and without pixel-aware preaggregation

under varying target resolutions. With pixel-aware pre-aggregation, ASAP achieves roughness within

20% of exhaustive search over the raw series and sometimes outperforms exhaustive search because

the initial pixel-aware preaggregation results in lower initial kurtosis. The preaggregation strategy

enables a five and a 2.5 order-of-magnitude speedups over exhaustive search (Exhaustive) and ASAP

on raw data (ASAPno-agg), respectively. In summary, pixel-aware preaggregation has a modest

impact on result quality and massive impact on computational e�ciency (i.e., sub-second versus

hours to process 1M points). Should users desire exact result quality, they can still choose to

disable pixel-aware preaggregation while retaining speedups from other optimizations. We provide

additional analysis of pre-aggregation and additional experimental results in Appendix C.1.2.

On-demand update. To investigate the impact of the update interval in the streaming setting

(Section 5.2.4), we vary ASAP’s refresh rate and report throughput under each setting. The log-log

plot (Figure 5.11) shows a linear relationship between the refresh interval and throughput. This

is expected because updating the plot twice as often means that it would take twice as long to

process the same number of points. For fast-moving streams, this strategy can save substantial

computational resources.

Factor Analysis. In addition to analyzing the impact of individual optimizations, we also in-

vestigate how ASAP’s three main optimizations contribute to overall performance. Figure 5.12
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Figure 5.10: Throughput and quality of ASAP, exhaustive search on preaggregated time series over
the baseline (exhaustive search over the original time series) under varying resolution. ASAP on
pre-aggregated time series is up to 4 orders of magnitude faster, while retaining roughness within
1.2⇥ of the baseline.

(left) depicts a factor analysis, where we enable each optimization cumulatively in turn. Pixel-

aware aggregation provides between two and four orders of magnitude improvement depending on

the target resolution. Autocorrelation provides an additional two orders of magnitude. Finally, on

demand update with a daily refresh interval (updating for every 288 points in the original series

versus updating for each preaggregated point) provides another two order-of-magnitude speedups.

These results demonstrate that ASAP’s optimizations are additive and that end-to-end, optimized

streaming ASAP is approximately seven orders of magnitude faster than the baseline.

To illustrate that no one ASAP optimization is responsible for all speedups, we perform a lesion

study, where we remove each optimization from ASAP while keeping the others enabled (Figure 5.12,

Figure 5.11: Throughput of streaming ASAP on two datasets, with varying refresh intervals (mea-
sured in the number of points) for target resolution 2000 pixels in log-log scale. The plot captures
a linear relationship between throughput and refresh interval as expected.
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Figure 5.12: Factor analysis on machine temp dataset under two display settings. Cumulatively en-
abling optimizations shows that each contributes positively to final throughput; combined, the three
optimizations enable seven orders of magnitude speedup over the baseline. In addition, removing
each optimization decreases the throughput by two to three orders of magnitude.

right). Removing on-demand update, pixel-aware aggregation, and autocorrelation-enabled pruning

each decreases the throughput by approximately two to three orders of magnitude, in line with results

from the previous experiment. Without pixel-aware preaggregation, ASAP makes no distinction

between higher and lower resolution setting, so the throughput for both resolutions are near-identical.

In contrast, removing the other two optimizations degrades the performance for the higher resolution

setting more. Thus, each of ASAP’s optimizations is necessary to achieve maximum performance.

5.5 Discussion

In this section, we discuss the related work, alternative design choices as well as real-world deploy-

ment and usage of ASAP.

5.5.1 Related Work

ASAP’s design draws upon work from several domains including data visualization, signal processing

and stream processing. We discuss related work in each domain below.

Time Series Visualization. Within the time series literature, which spans simplification and

reduction [106,120,184,265,286,318], information retrieval [156], and data mining [10,119,207,274],

visualization plays an important role in analyzing and understanding time series data [95]. There

are a number of existing approaches to time series visualization [11]. Perhaps most closely related

is M4 [173], which downsamples the original time series while preserving the shape—a perception-

aware procedure [111]. Unlike M4 and many existing time series visualization techniques, which
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focus on producing visually indistinguishable representations of the original time series (often using

fewer points) by optimizing metrics such as pixel accuracy [106, 120, 265, 286, 318], ASAP visually

highlights large-scale deviations in the time series by smoothing short term fluctuations.

To illustrate this di↵erence in goals, we compared ASAP, M4 and the Visvalingam-Whyatt line

simplification algorithm [318] both on pixel accuracy (Appendix B.1, [267]) and on end user accuracy

of identifying anomalies (Section 5.3): ASAP is far worse at preserving pixel accuracy (up to 93%

worse, average: 91.8% worse) than M4 but improves accuracy by up to 51% (average: 26.7%) for

end-user anomaly identification tasks. These trends were similar for piecewise aggregate approx-

imation [184]—which, in contrast, was not originally designed for visualization. Despite di↵ering

objectives, we believe that pixel-preserving visualization techniques such as M4 are complementary

to ASAP: a visualization dashboard could render the original time series using M4 and overlay with

ASAP to highlight long-term deviations.

Signal Processing. Noise reduction is a classic and extremely well studied problem in signal

processing. Common reduction techniques include the wavelet transform [94], convolution with

smoothing filters [76,276], and non-linear filters [311]. In this work, we study a specific type of linear

smoothing filter—moving average—and the problem of its automatic parameter selection. Despite

its simplicity, moving average is an e↵ective time domain filter that is optimal at reducing random

noise while retaining a sharp step response (i.e., rapid rise in the data) [298]. While there are many

studies on parameter selection mechanisms for various smoothing functions [221], the objective of

most of the selection criteria is to minimize variants of reconstruction error to the original signal. In

contrast, ASAP’s quality metric is designed to visually highlight trends and large deviations, leading

to a di↵erent optimization strategy. Biomedical researchers have explored ideas of selecting a moving

average window size that highlights significantly deviating regions of DNA sequences [309]. ASAP

adopts a similar measure for quality—namely, preserving significant deviations in time series—but

is empirically more e�cient than the exhaustive approach described in the study.

Stream Processing. ASAP is architected as a streaming operator and adapts stream processing

techniques. As such, ASAP is compatible with and draws inspiration from the rich existing literature

on architectures for combining signal processing and stream processing functionality [134,183].

Specifically, aggregation over sliding windows has been widely recognized as a core operator over

data streams. Sliding window semantics and e�cient incremental maintenance techniques have been

well-studied in the literature [21,310]. ASAP adopts the sliding window aggregation model. However,

instead of leaving users to select a window manually, in the parlance of machine learning, ASAP

performs hyperparameter tuning [203] to automatically select a window that delivers smoothed plots

that help improve end user’s perception of long-term deviations in time series. We are unaware of

any existing system—in production or in the literature—that performs this hyperparameter selection

for smoothing time series plots. Thus, the primary challenge we address in this paper is e�ciently

and e↵ectively performing this tuning via visualization-specific optimizations that leverage target
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display resolution, the periodicity of the signal, and on-demand updates informed by the limits of

human perception.

5.5.2 Usage and Reflection

ASAP is published as an open source Javascript library on Github, and has since received interest

from the monitoring community. For example, ASAP has been incorporated into an open-source

monitoring tool Graphite [341], the TimescaleDB Toolkit [23] and a popular JavaScript library

downsample (more than 3000 weekly downloads) [231]. ASAP has also directly inspired an auto

smoother for real-time dashboards at cloud monitoring company Datadog [26]. Below, we discuss

the similarities and di↵erences of the Datadog adaptation of ASAP in more detail.

Like ASAP, Datadog’s Auto Smoother uses moving average as the smoothing function, and adopts

the roughness and kurtosis metrics to quantitatively assess quality of the smoothed visualizations.

However, the weighting of the two metrics is set di↵erently in Auto Smoother to account for the

level of fluctuations observed in their production monitoring data. Auto Smoother also leverages

di↵erent optimization techniques. Although ASAP’s design focuses on visualizing a single time

series, Datadog has found that automatic smoothing also benefits dashboards with multiple time

series, and that smoothing can be combined with outlier detection algorithms to highlight anomalies.

Overall, this example reinforces the usefulness of applying automatic smoothing to help focus end

user attention on important behaviors in monitoring visualizations. In addition, the modifications

and extensions of ASAP in production scenarios also suggest a number of interesting directions for

future work, such as automatic smoothing for a group of time series.

5.6 Conclusion

In this chapter, we introduced ASAP, a new data visualization operator that automatically smooths

time series to reduce noise, prioritizing user attention towards systematic deviations in visualizations.

We demonstrated that ASAP’s target metrics—roughness and kurtosis—produce visualizations that

enable users to quickly and accurately identify deviations in time series. We also introduced three

optimizations—autocorrelation-based search, pixel-aware preaggregation and on-demand update—

that provide order-of-magnitude speedups over alternatives without compromising quality. Looking

forward, we are interested in further improving ASAP’s scalability and in further integrating ASAP

with advanced analytics tasks including time series classification and alerting.



Chapter 6

FASTer: End-to-end Earthquake

Detection

This chapter presents a novel application of LSH—and the associated challenges—in large-scale

earthquake detection across seismic networks. Earthquake detection is particularly interesting in

both its abundance of raw data and scarcity of labeled examples.

Seismic data is large. Earthquakes are monitored by seismic networks, which can contain thou-

sands of seismometers that continuously measure ground motion and vibration. For example, South-

ern California contains over 500 seismic stations, each collecting continuous ground motion measure-

ments at 100Hz. As a result, this network alone has collected over ten trillion (1013) data points in

the form of time series over the past decade [13].

Moreover, despite large measurement volumes, only a small fraction of earthquake events are cat-

aloged, or confirmed and hand-labeled. As earthquake magnitudes (i.e., size) decrease, the frequency

of earthquake events increases exponentially. Globally, major earthquakes (magnitude 7+) occur

approximately once a month, while magnitude 2.0 and smaller earthquakes occur several thousand

times a day. At low magnitudes, it is di�cult to detect earthquake signals because earthquake energy

approaches the noise floor and conventional seismological analyses can fail to disambiguate between

signal and noise. Nevertheless, detecting these small earthquakes is important in uncovering the

sources of earthquakes [107, 161], improving understanding of earthquake mechanics [248, 284], and

better predicting the occurrences of future events [182].

To take advantage of the large volume of unlabeled raw measurement data, seismologists have

developed an unsupervised, data-driven earthquake detection method, Fingerprint And Similar-

ity Thresholding (FAST), based on waveform similarity [108]. Seismic sources repeatedly generate

103
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Figure 6.1: Example of near identical waveforms between occurrences of the same earthquake two
months apart, observed at three seismic stations in New Zealand. The stations experience increased
ground motions upon the arrivals of seismic waves (e.g., P and S waves). This paper scales LSH
to over 30 billion data points and discovers 597 and 6123 new earthquakes near the Diablo Canyon
nuclear power plant in California and in New Zealand, respectively.

earthquakes over the course of days, months or even years, and these earthquakes exhibit near iden-

tical waveforms when recorded at the same seismic station, regardless of the earthquake’s magni-

tude [127,278]. Figure 6.1 illustrates this phenomenon by depicting a pair of reoccurring earthquakes

that occurred two months apart and were observed at three seismic stations in New Zealand. By

applying LSH to identify similar waveforms from seismic data, seismologists were able to discover

new, low-magnitude earthquakes without knowledge of prior earthquake events.

Despite early successes, the seismologists had di�culty scaling their LSH-based analysis beyond

three months of time series data (7.95 ⇥ 108 data points) at a single seismic station [107]. The

original implementation faced severe scalability challenges. Contrary to what theory suggests, the

actual LSH runtime in FAST grew almost quadratically with the input size due to correlations in

the seismic signals. In an initial performance benchmark, the similarity search took 5 CPU-days to

process three months of data, and, with a 5⇥ increase in dataset size, the LSH query time increased

by 30⇥. In addition, station-specific repeated background noise leads to an overwhelming number of

similar, non-seismic time series matches, both crippling throughput and the seismologists’ ability to

sift through the output, which can number in the hundreds of millions of events. Ultimately, these

scalability bottlenecks prevented the seismologists from making use of the decades of data at their

disposal.

This paper demonstrates how systems, algorithms, and domain expertise together can deliver

substantial scalability improvements for this seismological analysis. Via algorithmic design, opti-

mization using domain knowledge, and data engineering, we scaled the FAST workload to years of
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continuous data at multiple stations. This scalability has enabled new scientific discoveries, includ-

ing the detection of previously unknown earthquakes in New Zealand and near a nuclear reactor in

California.

Specifically, we built a scalable end-to-end earthquake detection system FASTer1 comprised of

three main steps. First, the feature transformation step encodes the time-frequency features of the

original time series into compact binary fingerprints that are more robust to small variations. To

address the bottleneck caused by repeating non-seismic signals, we applied domain-specific filters

based on the frequency bands and the frequency of earthquake occurrences. Second, the search

step applies LSH on the binary fingerprints to identify all pairs of similar time series segments.

We pinpointed high hash collision rates caused by physical correlations in the input data as a core

culprit of LSH performance degradation and alleviated the impact of large buckets by increasing

hash selectivity while keeping the detection threshold constant. Third, the summarization step

significantly reduces the size of the detection results and confirms seismic behavior by performing

spatiotemporal correlation with nearby seismic stations in the network [42]. To scale this analysis,

we leveraged domain knowledge of the invariance of the time di↵erence between a pair of earthquake

events across all stations at which they were recorded.

This work makes the following contributions:

• We report on a new application of LSH in seismology as well as a complete end-to-end data

science system FASTer, including non-trivial preprocessing and post-processing, that scales to

a decade of continuous time series for earthquake detection.

• We present a case study for using domain knowledge to improve the accuracy and e�ciency

of analytics systems. We illustrate how applying seismological domain knowledge in each

component of the system is critical to scalability.

• We demonstrate that our optimizations enable a cumulative two order-of-magnitude speedup

in the end-to-end system FASTer. These quantitative improvements have enabled qualitative

discoveries: we discovered 597 new earthquakes near the Diablo Canyon nuclear power plant

in California and 6123 new earthquakes in New Zealand, allowing seismologists to determine

the size and shape of nearby fault structures.

Beyond these contributions to a database audience, our solution is an open source tool, available

for use by the broader scientific community. We have already held workshops for seismologists at

Stanford University [114] and believe that FASTer can not only facilitate targeted seismic analyses

but also contribute to the label generation for supervised methods in seismic data [250].

The rest of this chapter proceeds as follows. We review background information about earth-

quake detection and provide a brief overview of the end-to-end detection system and key technical

challenges in Section 6.1. Sections 6.2, 6.3 and 6.4 present details as well as optimizations in the

1
We refer to the end-to-end system as FASTer to distinguish from the earthquake detection algorithm FAST.
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feature transformation, similarity search, and the summarization components of the systems. Sec-

tion 6.5 presents a detailed evaluation of both the quantitative performance improvements of our

optimizations as well as qualitative results of new seismic findings. Section 6.6 discusses additional

related work and reflects on lessons learned.

6.1 Background and Overview

In this section, we present the necessary background knowledge in seismology to motivate our earth-

quake detection application (Section 6.1.1). We then give an overview of the three main components

of our end-to-end earthquake detection system (Section 6.1.2).

6.1.1 Background in Seismology

With the deployment of denser and more sensitive sensor arrays, seismology is experiencing a rapid

growth of high-resolution data [140]. Seismic networks with up to thousands of sensors have been

recording years of continuous seismic data streams, typically at 100Hz frequencies. The rising data

volume has fueled strong interest in the seismology community to develop and apply scalable data-

driven algorithms that improve the monitoring and prediction of earthquake events [87, 190,193].

In this work, we focus on the problem of detecting new, low-magnitude earthquakes from histori-

cal seismic data. Earthquakes, which are primarily caused by the rupture of geological faults, radiate

energy that travels through the Earth in the form of seismic waves. Seismic waves induce ground

motion that is recorded by seismometers. Modern seismometers typically include 3 components that

measure simultaneous ground motion along the north-south, east-west, and vertical axes. Ground

motions along each of these three axes are recorded as a separate channel of time series data.

Channels capture complementary signals for di↵erent seismic waves, such as the P-wave and the

S-wave. The P-waves travel along the direction of propagation, like sound, while the S-waves travel

perpendicular to the direction of propagation, like ocean waves. The vertical channel, therefore,

better captures the up and down motions caused by the P-waves while the horizontal channels

better capture the side to side motions caused by the S-waves. P-waves travel the fastest and are

the first to arrive at seismic stations, followed by the slower but usually larger amplitude S-waves.

Hence, the P-wave and S-wave of an earthquake typically register as two “big wiggles” on the

ground motion measurements (Figure 6.1). These impulsive arrivals of seismic waves are example

characteristics of earthquakes that seismologists look for in the data.

While it is easy for human eyes to identify large earthquakes on a single channel, accurately de-

tecting small earthquakes usually requires looking at data from multiple channels or stations. These

low-magnitude earthquakes pose challenges for conventional methods for detection, which we outline

below. Traditional energy-based earthquake detectors such as a short-term average (STA)/long-term

average (LTA) identify earthquake events by their impulsive, high signal-to-noise P-wave and S-wave
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arrivals. However, these detectors are prone to high false positive and false negative rates at low

magnitudes, especially with noisy backgrounds [132]. Template matching, or the waveform cross-

correlation with template waveforms of known earthquakes, has proven more e↵ective for detecting

known seismic signals in noisy data [48,279]. However, the method relies on template waveforms of

prior events and is not suitable for discovering events from unknown sources.

As a result, almost all earthquakes greater than magnitude 5 are detected [110]. In comparison, an

estimated 1.5 million earthquakes with magnitude between 2 and 5 are not detected by conventional

means, and 1.3 million of these are between magnitude 2 and 2.9. The estimate is based on the

magnitude frequency distribution of earthquakes [141]. We are interested in detecting these low-

magnitude earthquakes missing from public earthquake catalogs to better understand earthquake

mechanics and sources, which inform seismic hazard estimates and prediction [161,182,248,284].

The earthquake detection pipeline we study in the paper is an unsupervised and data-driven

approach that does not rely on supervised (i.e., labeled) examples of prior earthquake events, and

is designed to complement existing, supervised detection methods. As in template matching, the

method we optimize takes advantage of the high similarity between waveforms generated by reoccur-

ring earthquakes. However, instead of relying on waveform templates from only known events, the

pipeline leverages the recurring nature of seismic activities to detect similar waveforms in time and

across stations. To do so, the pipeline performs an all-pair time series similarity search, treating each

segment of the input waveform data as a “template” for potential earthquakes. This pipeline will

not detect an earthquake that occurs only once and is not similar enough to any other earthquakes

in the input data. Therefore, to improve detection recall, it is critical to be able to scale the analysis

to input data with a longer duration (e.g., years instead of weeks or months).

6.1.2 System Overview

Next, we provide an overview of the three main steps of our end-to-end detection system FASTer.

We elaborate on each step—and our associated optimizations—in later sections, referenced inline.

The input of the detection system consists of continuous ground motion measurements in the

form of time series, collected from multiple stations in the seismic network. The output is a list of

potential earthquakes, specified in the form of timestamps when the seismic wave arrives at each

station. From there, seismologists can compare with public earthquake catalogs to identify new

events, and visually inspect the measurements to confirm seismic findings.

Figure 6.2 illustrates the three major components of the end-to-end detection system: feature

transformation, similarity search, and result summarization. For each input time series, or continu-

ous ground motion measurements from a seismic channel, the algorithm slices the input into short

windows of overlapping time series segments and encodes time-frequency features of each window

into a binary fingerprint; the similarity of the fingerprints resembles that of the original waveforms

(Section 6.2). The algorithm then performs an all pairs similarity search via LSH on the binary
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Figure 6.2: The three main components in the end-to-end earthquake detection system FASTer:
fingerprinting transforms time series into binary vectors (Section 6.2); similarity search identifies
pairs of similar binary vectors (Section 6.3); summarization aggregates and reduces false positives
in results (Section 6.4).

fingerprints and identifies pairs of highly similar fingerprints (Section 6.3). Finally, like a traditional

associator that maps earthquake detections at each station to a consistent seismic source, in the spa-

tiotemporal alignment stage, the algorithm combines, filters and clusters the outputs from all seismic

channels to generate a list of candidate earthquake detections with high confidence (Section 6.4).

A näıve implementation of the system imposes several scalability challenges. For example, we

observed LSH performance degradation in our application caused by the non-uniformity and cor-

relation in the binary fingerprints; the correlations induce undesired LSH hash collisions, which

significantly increase the number of lookups per similarity search query (Section 6.3.3). In addi-

tion, the similarity search does not distinguish seismic from non-seismic signals. In the presence of

repeating background signals, similar noise waveforms could outnumber similar earthquake wave-

forms, leading to more than an order of magnitude slow down in runtime and increase in output size

(Section 6.3.5). As the input time series and the output of the similarity search becomes larger, the

system must adapt to data sizes that are too large to fit into main memory (Section 6.3.4, 6.4.2).

In this work, we focus on single-machine, main-memory execution on commodity servers with

multicore processors. We parallelize the system within a given server but otherwise do not distribute

the computation to multiple servers. In principle, the parallelization e↵orts extend to distributed

execution. However, given the poor quadratic scalability of the unoptimized system, distribution

alone would not have been a viable option for the scalability challenges. As a result of the opti-

mizations described in this paper, we are able to analyze a decade of data on a single node without

requiring distribution. We view distributed execution as a valuable extension for future work.

In the remaining sections of this paper, we describe the design decisions as well as performance

optimizations for each system component. Most of our optimizations focus on the all pairs similarity

search, where the initial implementation exhibited near quadratic growth in runtime with the input

size. We show in the evaluation that these optimizations enable speedups of more than two orders

of magnitude in the end-to-end system.
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Figure 6.3: The fingerprinting algorithm encodes time-frequency features of the original time series
into binary vectors.

6.2 Step One: Feature Transformation

In this section, we describe the feature transformation step that encodes time-frequency features of

the input time series into compact binary vectors for similarity search. We begin with an overview of

the fingerprinting algorithm [41] and the benefits of using fingerprints in place of the time series (Sec-

tion 6.2.1). We then describe a new optimization that parallelizes and accelerates the fingerprinting

generation via sampling (Section 6.2.2).

6.2.1 Fingerprint Overview

Inspired by the success of fingerprinting techniques for indexing audio snippets [41], the feature

transformation step transforms continuous time series data into compact binary vectors (fingerprints)

for similarity search. Each fingerprint encodes representative time-frequency features of the time

series. The Jaccard similarity of two fingerprints, defined as the size of the intersection of the non-

zero entries divided by the size of the union, preserves the waveform similarity of the corresponding

time series segments. Compared to directly computing similarity on the time series, fingerprinting

introduces frequency-domain features into the detection and provides additional robustness against

translation and small variations [41].

Figure 6.3 illustrates the individual steps of fingerprinting:

1. Spectrogram Compute the spectrogram, a time-frequency representation, of the time series.

Slice the spectrogram into short overlapping segments using a sliding window and smooth by

downsampling each segment into a spectral image.
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2. Wavelet Transform Compute two-dimensional discrete Haar wavelet transform on each spec-

tral image. The wavelet coe�cients serve as a lossy compression of the spectral images.

3. Normalization Normalize each wavelet coe�cient by its median and the median absolute

deviation (MAD) on the full, background dominated dataset.

4. Top coe�cient Extract the top K most anomalous wavelet coe�cients, or the largest coe�-

cients after MAD normalization, from each spectral image. By selecting the most anomalous

coe�cients, we focus only on coe�cients that are most distinct from coe�cients that charac-

terize noise, which empirically leads to better detection results.

5. Binarize Binarize the signs and positions of the top wavelet coe�cients. We encode the sign

of each normalized coe�cient using 2 bits: �1! 01, 0 ! 00, 1 ! 10.

6.2.2 Optimization: MAD via sampling

The feature transformation is implemented via scientific modules such as scipy, numpy and PyWavelets

in Python. While its runtime grows linearly with input size, fingerprinting ten years of time series

data can take several days on a single core.

In particular, the normalization step in the fingerprinting algorithm remains a bottleneck for

parallelization. In the unoptimized procedure, normalizing the wavelet coe�cients requires two

full passes over the data. The first pass calculates the median and the MAD2 for each wavelet

coe�cient over the whole population, and the second pass normalizes the wavelet representation of

each fingerprint accordingly. Therefore, given the median and MAD for each wavelet coe�cient, the

input time series can be partitioned and normalized in parallel.

We accelerate the computation by approximating the true median and MAD using a small

random sample of the input data. The confidence interval for MAD with a sample size of n shrinks

with n1/2 [285]. We further investigate the trade-o↵ between speed and accuracy under di↵erent

sampling rates in the evaluation (Section 6.5.3). We empirically find that, on one month of input

time series data, sampling provides an order of magnitude speedup with almost no loss in accuracy.

For input time series of longer duration, sampling 1% or less of the input can su�ce.

6.3 Step Two: LSH-based Similarity Search

In this section, we present the time series similar search step based on LSH. We start with a de-

scription of the algorithm and the baseline implementation (Section 6.3.1), upon which we build

the optimizations. Our contributions include: an optimized hash signature generation procedure

(Section 6.3.2), an empirical analysis of the impact of hash collisions and LSH parameters on query

2
For X = {x1, x2, ..., xn}, the MAD is defined as the median of the absolute deviations from the median: MAD =

median(|xi �median(X)|)
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performance (Section 6.3.3), partition and parallelization of LSH that reduce the runtime and mem-

ory usage (Section 6.3.4), and finally, two domain-specific filters that improve both the performance

and detection quality of the search (Section 6.3.5).

6.3.1 Similarity Search Overview

Reoccurring earthquakes originated from nearby seismic sources appear as near-identical waveforms

at the same seismic station. Given continuous ground motion measurements collected from a seismic

station, our system identifies similar time series segments from the input as candidates for such

reoccurring earthquake events.

Concretely, we perform an approximate similarity search via MinHash LSH on the binary finger-

prints to identify all pairs of fingerprints whose Jaccard similarity exceeds a predefined threshold [50].

MinHash LSH performs a random projection of high-dimensional data into lower dimensional space,

hashing similar items to the same hash table “bucket” with high probability (Figure 6.4). Instead

of performing a näıve pairwise comparisons between all fingerprints, LSH limits the comparisons to

fingerprints sharing the same hash bucket, significantly reducing the computation. The ratio of the

average number of comparisons per query to the size of the dataset, or selectivity, is a machine-

independent proxy for query e�ciency [105].

Hash signature generation. The MinHash of a fingerprint is the first non-zero element of the

fingerprint under a given random permutation of its elements. The permutation is defined by a hash

function mapping fingerprint elements to random indices. Let p denote the collision probability of

a hash signature generated with a single hash function. By increasing the number of hash functions

k, the collision probability of the hash signature decreases to pk [200].

Hash table construction. Each hash table stores an independent mapping of fingerprints to hash

buckets. The tables are initialized by mapping hash signatures to a list of fingerprints that share

the same signature. Empirically, we find that using t = 100 hash tables su�ces for our application,

and there is little gain in further increasing the number of hash tables.

Search. The search queries the hash tables for each fingerprint’s near neighbor candidates, or

other fingerprints that share the query fingerprint’s hash buckets. We keep track of the number of

times the query fingerprint and candidates have matching hash signatures in the hash tables, and

output candidates with matches above a predefined threshold. The number of matches is also used

as a proxy for the confidence of the similarity in the final step of the system.

6.3.2 Optimization: Hash signature generation

In this subsection, we present both memory access patterns and algorithmic improvements to speed

up the generation of hash signatures. We show that, together, the optimizations lead to an over 3⇥

improvement in hash generation time (Section 6.5.1).
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Figure 6.4: Locality-sensitive hashing hashes similar items in the high-dimensional space to the same
hash “bucket” in the low-dimensional space with high probability.

Similar to observations made for SimHash (a di↵erent hash family for angular distances) [308],

a näıve implementation of the MinHash generation can su↵er from poor memory locality due to

the sparsity of input data. SimHash functions are evaluated as a dot product between the input

and hash mapping vectors, while MinHash functions are evaluated as a minimum of hash mappings

corresponding to non-zero elements of the input. For sparse input, both functions access scattered,

non-contiguous elements in the hash mapping vector, causing an increase in cache misses. We

improve the memory access pattern by blocking the access to the hash mappings. We use dimensions

of the fingerprint, rather than hash functions, as the main loop for each fingerprint. As a result, the

lookups for each non-zero element in the fingerprint are blocked into rows in the hash mapping array.

For our application, this loop order has the additional advantage of exploiting the high overlap (e.g.

over 60% in one example) between neighboring fingerprints. The overlap means that previously

accessed elements in hash mappings are likely to get reused while in cache, further improving the

memory locality.

In addition, we speed up the hash signature generation by replacing MinHash with Min-Max hash.

MinHash only keeps the minimum value for each hash mapping, while Min-Max hashkeeps both the

min and the max. Therefore, to generate hash signatures with similar collision probability, Min-Max

hash reduces the number of required hash functions to half. Previous work showed the Min-Max

hash is an unbiased estimator of pairwise Jaccard similarity, and achieves similar and sometimes

smaller mean squared error (MSE) in estimating pairwise Jaccard similarity in practice [170]. We

include pseudocode for the optimized hash signature calculation in Appendix D of [270].

6.3.3 Optimization: Alleviating hash collisions

Perhaps surprisingly, our initial LSH implementation demonstrated poor scaling with the input size:

with a 5⇥ increase in input, the runtime increases by 30⇥. We analyze the cause of LSH performance

degradation and the performance implications of core LSH parameters in our application below.

Cause of hash collisions. Poor distribution of hash signatures can lead to large LSH hash buckets

or high query selectivity, significantly degrading the performance of the similarity search [34, 180].

For example, in the extreme case when all fingerprints are hashed into a single bucket, the selectivity

equals 1 and the LSH performance is equivalent to that of the exhaustive O(n2) search.
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Figure 6.5: Probability that each element in the fingerprint is equal to 1, averaged over 15.7M
fingerprints, each of dimension 8192, generated from a year of time series data. The heatmap shows
that some elements of the fingerprint are much more likely to be non-zero compared to others.

Our input fingerprints encode physical properties of the waveform data. As a result, the proba-

bility that each element in the fingerprint is non-zero is highly non-uniform (Figure 6.5). Moreover,

fingerprint elements are not necessarily independent, meaning that certain fingerprint elements are

likely to co-occur: given an element ai is non-zero, the element aj has a much higher probability of

being non-zero (P[ai = 1, aj = 1] > P[ai = 1]⇥ P[aj = 1]).

This correlation has a direct impact on the collision probability of MinHash signatures. For

example, if a hash signature contains k independent MinHash of a fingerprint and two of the non-

zero elements responsible for the MinHash are dependent, then the signature has e↵ectively similar

collision probability as the signature with only k�1 MinHash . In other words, more fingerprints are

likely to be hashed to the same bucket under this signature. For fingerprints shown in Figure 6.5,

the largest 0.1% of the hash buckets contain an average of 32.9% of the total fingerprints for hash

tables constructed with 6 hash functions.

Performance impact of LSH parameters. The precision and recall of the LSH can be tuned

via two key parameters: the number of hash functions k and the number of hash table matches m.

Intuitively, using k hash functions is equivalent to requiring two fingerprints agree at k randomly

selected non-zero positions. Therefore, the larger the number of hash functions, the lower the

probability of collision. To improve recall, we increase the number of independent permutations to

make sure that similar fingerprints can land in the same hash bucket with high probability.

Formally, given two fingerprints with Jaccard similarity s, the probability that the fingerprints

are hashed to the same bucket at least m times out of t = 100 hash tables with k hash functions is:

P[s] = 1�
m�1X

i=0

[

✓
t

i

◆
(1� sk)t�i(sk)i].
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Figure 6.6: Theoretical probability of a successful search versus Jaccard similarity between finger-
prints (k: number of hash functions, m: number of matches). Di↵erent LSH parameter settings can
have near identical detection probability with vastly di↵erent runtime.

The probability of detection success as a function of Jaccard similarity has the form of an S-curve

(Figure 6.6). The S-curve shifts to the right with the increase in the number of hash functions k or

the number of matches m, increasing the Jaccard similarity threshold for LSH. Figure 6.6 illustrates

a near-identical probability of success curve under di↵erent parameter settings.

Due to the presence of correlations in the input data, LSH parameters with the same theoretically

success probability can have vastly di↵erent runtime in practice. Specifically, as the number of hash

functions increases, the expected average size of hash buckets decreases, which can lead to an order

of magnitude speed up in the similarity search for seismic data in practice. However, to keep the

success probability curve constant with increased hash functions, the number of matches needs to

be lowered, which increases the probability of spurious matches. These spurious matches can be

suppressed by scaling up the number of total hash tables, at the cost of larger memory usage. We

further investigate the performance impact of LSH parameters in the evaluation.

6.3.4 Optimization: Partitioning

In this subsection, we describe the partition and parallelization of the LSH that further reduces its

runtime and memory footprint.

Partition. Using a 1-second lag for adjacent fingerprints results in around 300M total fingerprints

for 10 years of time series data. Given a hash signature of 64 bits and 100 total hash tables, the

total size of hash signatures is approximately 250 GB. To avoid expensive disk I/O, we also want to

keep all hash tables in memory for lookups. Taken together, this requires several hundred gigabytes

of memory, which can exceed available main memory.

To scale to larger input data on a single node with the existing LSH implementation, we perform

similarity search in partitions. We evenly partition the fingerprints and populate the hash tables

with one partition at a time, while still keeping the lookup table of fingerprints to hash signatures in
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memory. During query time, we output matches between fingerprints in the current partition (or in

the hash tables) with all other fingerprints and subsequently repeat this process for each partition.

The partitioned search yields identical results to the original search, with the benefit that only a

subset of the fingerprints are stored in the hash tables in memory. We can partition the lookup table

of hash signatures similarly to further reduce memory. We illustrate the performance and memory

trade-o↵s under di↵erent numbers of partitions in Section 6.5.3.

The idea of populating the hash table with a subset of the input could also be favorable for

performing a small number of nearest neighbor queries on a large dataset, e.g., a thousand queries

on a million items. There are two ways to execute the queries. We can hash the full dataset and

then perform a thousand queries to retrieve near neighbor candidates in each query item’s hash

buckets; alternatively, we can hash only the query items and for every other item in the dataset,

check whether it is mapped to an existing bucket in the table. While the two methods yield identical

query results, the latter could be 8.6⇥ faster since the cost of initializing the hash table dominates

that of the search.

It is possible to further improve LSH performance and memory usage with the more space ef-

ficient variants such as multi-probe LSH [211]. However, given that the alignment step uses the

number of hash buckets shared between fingerprints as a proxy for similarity, and that switching

to a multi-probe implementation would alter this similarity measure, we preserve the original LSH

implementation for backwards compatibility with FAST. We compare against alternative LSH im-

plementations and demonstrate the potential benefits of adopting multi-probe LSH in the evaluation

(Section 6.5.4).

Parallelization. Once the hash mappings are generated, we can easily partition the input finger-

prints and generate the hash signatures in parallel. Similarly, the query procedure can be parallelized

by running nearest neighbor queries for di↵erent fingerprints and outputting results to files in par-

allel. We show in Section 6.5.3 that the total hash signature generation time and similarity search

time reduces almost linearly with the number of processes.

6.3.5 Optimization: Domain-specific filters

Like many other sensor measurements, seismometer readings can be noisy. In this subsection, we

address a practical challenge of the detection system, where similar non-seismic signals dominate

seismic findings in runtime and detection results. We show that by leveraging domain knowledge,

we can greatly increase both the e�ciency and the quality of the detection.

Filtering irrelevant frequencies. Some input time series contain station-specific narrow-band

noise that repeats over time. Patterns of the repeating noise are captured in the fingerprints and

are identified as near neighbors, or earthquake candidates in the similarity search.

To address this problem, we apply a bandpass filter to exclude frequency bands that show high
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Figure 6.7: The short, three-spike pattern is an example of similar and repeating background signals
not due to seismic activity. These repeating noise patterns cause scalability challenges for LSH.

average amplitudes and repeating patterns while containing low seismic activities. The bandpass

filter is selected manually by examining short spectrogram samples, typically an hour long, of the

input time series, based on seismological knowledge. Typical bandpass filter ranges span from 2 to

20Hz. Prior work [41, 42, 107, 108] proposes the idea of filtering irrelevant frequencies, but only on

input time series. We extend the filter to the fingerprinting algorithm and cuto↵ spectrograms at

the corner of the bandpass filter, which empirically improves detection performance. We perform

a quantitative evaluation of the impact of bandpass filters on both the runtime and result quality

(Section 6.5.2).

Removing correlated noise. Repeating non-seismic signals can also occur in frequency bands

containing rich earthquake signals. Figure 6.7 shows an example of strong repeating background

signals from a New Zealand seismic station. A large cluster of repeating signals with high pairwise

similarity could produce nearest neighbor matches that dominate the search, leading to a 10⇥ in-

crease in runtime and an over 100⇥ increase in output size compared to results from similar stations.

This poses problems both for computational scalability and for seismological interpretability.

We develop an occurrence filter for the similarity search by exploiting the rarity of the earthquake

signals. Specifically, if a specific fingerprint is generating too many nearest neighbor matches in a

short duration of time, we can be fairly confident that it is not an earthquake signal. This observation

holds in general except for special scenarios such as volcanic earthquakes [39].

During similarity search, we dynamically generate a list of fingerprints to exclude from future

searches. If the number of near neighbor candidates a fingerprint generates is larger than a prede-

fined percentage of the total fingerprints, we exclude this fingerprint and its neighbors from future

similarity search. The filter can be applied on top of the partitioned search to capture repeating

noise over a short duration of time. In this case, the filtering threshold is defined as the percentage

of fingerprints in the current partition, rather than in the whole dataset. On the example dataset

above, this approach filtered out around 30% of the total fingerprints with no false positives. We

evaluate the e↵ect of the occurrence filter under di↵erent filtering thresholds in Section 6.5.2.
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6.4 Step Three: Result Summarization

The LSH-based similar search outputs pairs of similar fingerprints (or waveforms) from the input,

without knowing whether or not the pairs correspond to actual earthquake events. In this section,

we show that by incorporating domain knowledge, we are able to significantly reduce the size of

the output and prioritize seismic findings in the similarity search results. We briefly summarize the

aggregation and filtering techniques on the level of seismic channels, seismic stations and seismic

networks introduced in a recent paper in seismology [42] (Section 6.4.1). We then describe the

implementation challenges and our out-of-core adaptations enabling the algorithm to scale to large

output volumes (Section 6.4.2).

6.4.1 Summarization Overview

The similarity search computes a sparse similarity matrix M, where the non-zero entry M[i, j]

represents the similarity of fingerprints i and j. In order to identify weak events in low signal-to-

noise ratio settings, seismologists set lenient detection thresholds for the similarity search, resulting

in large outputs in practice. For example, one year of input time series data can easily generate 100G

of output, or more than 5 billion pairs of similar fingerprints. Since it is infeasible for seismologists

to inspect all results manually, we need to automatically filter and align the similar fingerprint pairs

into a list of potential earthquakes with high confidence. Based on algorithms proposed in a recent

work in seismology [42], we seek to reduce similarity search results at the level of seismic channels,

stations and across a seismic network. Figure 6.8 gives an overview of the summarization procedure.

Channel Level. Seismic channels at the same station experience ground movements at the same

time. Therefore, we can directly merge detection results from each channel of the station by summing

the corresponding similarity matrix. Given that earthquake-triggered fingerprint matches tend to

register at multiple channels whereas matches induced by local noise might only appear on one

channel, we can prune detections by imposing a slightly higher similarity threshold on the combined

similarity matrix. This is to make sure that we include either matches with high similarity, or weaker

matches registered at more than one channel.

Station Level. Given a combined similarity matrix for each seismic station, domain scien-

tists have found that earthquake events can be characterized by thin diagonal shaped clusters in

the matrix, which corresponds to a group of similar fingerprint pairs separated by a constant o↵-

set [42]. The constant o↵set represents the time di↵erence, or the inter-event time, between a pair

of reoccurring earthquake events. One pair of reoccurring earthquake events can generate multiple

fingerprint matches in the similarity matrix, since event waveforms are longer than a fingerprint

time window. We exclude “self-matches” generated from adjacent/overlapping fingerprints that are

not attributable to reoccurring earthquakes. After grouping similar fingerprint pairs into clusters

of thin diagonals, we reduce each cluster to a few summary statistics, such as the bounding box of
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Figure 6.8: The summarization procedure combines similarity search outputs from all channels in
the same station (Channel Level), groups similar fingerprint matches generated from the same pair of
reoccurring earthquakes (Station Level), and checks across seismic stations to reduce false positives
in the final detection list (Network Level).

the diagonal, the total number of similar pairs in the bounding box, and the sum of their similarity.

Compared to storing every similar fingerprint pair, the clusters and summary statistics significantly

reduce the size of the output.

Network Level. Earthquake signals also show strong temporal correlation across the seismic

network, which we exploit to further suppress non-earthquake matches. Since an earthquake’s

travel time is only a function of its distance from the source but not of the magnitude, reoccurring

earthquakes generated from the same source take a fixed travel time from the source to the seismic

stations on each occurrence. Assume that an earthquake originated from source X takes �tA and

�tB to travel to seismic stations A and B and that the source generates two earthquakes at time t1

and t2 (Figure 6.9). Station A experiences the arrivals of the two earthquakes at time t1 + �tA and

t2 + �tA, while station B experiences the arrivals at t1 + �tB and t2 + �tB . The inter-event time �t

of these two earthquake events is independent of the location of the stations:

�t = (t2 + �tA)� (t1 + �tA) = (t2 + �tB)� (t1 + �tB) = t2 � t1.

This means that in practice, diagonals with the same o↵set �t and close starting times at multiple

stations can be attributed to the same earthquake event. We require a pair of earthquake events to

be observed at more than a user-specified number of stations in order to be considered as a detection.

On a run with 7 to 10 years of time series data from 11 seismic stations (27 channels), the
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Figure 6.9: Earthquakes from the same seismic sources has a fixed travel time to each seismic station
(e.g. �tA, �tB in the figure). The inter-event time between two occurrences of the same earthquake
is invariant across seismic stations.

postprocessing procedure e↵ectively reduced the output from more than 2 Terabytes of similar

fingerprint pairs to around 30K timestamps of potential earthquakes.

6.4.2 Implementation and Optimization

The volume of similarity search output poses serious challenges for the summarization procedure, as

we often need to process results larger than the main memory of a single node. In this subsection,

we describe our implementation and the new out-of-core adaptations of the algorithm that enable

the scaling to large output volumes.

Similarity search output format. The similarity search produces outputs that are in the form

of triplets. A triplet (dt, idx1, sim) is a non-zero entry in the similarity matrix, which represents that

fingerprint idx1 and (idx1 + dt) are hashed into the same bucket sim times (out of t independent

trials). We use sim as an approximation of the similarity between the two fingerprints.

Channel. First, given outputs of similar fingerprint pairs (or the non-zero entries of the similarity

matrix) from di↵erent channels at the same station, we want to compute the combined similarity

matrix with only entries above a predefined threshold.

Näıvely, we could update a shared hashmap of the non-zero entries of the similarity matrix for

each channel in the station. However, since the hashmap might not fit in the main memory on a

single machine, we utilize the following sort-merge-reduce procedure instead:

1. In the sorting phase, we perform an external merge sort on the outputs from each channel,

with dt as the primary sort key and idx1 as the secondary sort key. That is, we sort the similar

fingerprint pairs first by the diagonal that they belong to in the similarity matrix, and within

the diagonals, by the start time of the pairs.
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2. In the merging phase, we perform a similar external merge sort on the already sorted outputs

from each channel. This is to make sure that all matches generated by the same pair of

fingerprint idx1 and idx1+ dt at di↵erent channels can be concentrated in consecutive rows of

the merged file.

3. In the reduce phase, we traverse through the merged file and combine the similarity score of

consecutive rows of the file that share the same dt and idx1. We discard results that have

combined similarity smaller than the threshold.

Station. Given a combined similarity matrix for each seismic station, represented in the form of

its non-zero entries sorted by their corresponding diagonals and starting time, we want to cluster

fingerprint matches generated by potential earthquake events, or cluster non-zero entries along the

narrow diagonals in the matrix.

We look for sequences of detections (non-zero entries) along each diagonal dt, where the largest

gap between consecutive detections is smaller than a predefined gap parameter. Empirically, per-

mitting a gap helps ensure an earthquake’s P and S wave arrivals are assigned to the same cluster.

Identification of the initial clusters along each diagonal dt requires a linear pass through the simi-

larity matrix. We then interactively merge clusters in adjacent diagonals dt� 1 and dt+1, with the

restriction that the final cluster has a relatively narrow width. We store a few summary statistics

for each cluster (e.g. the cluster’s bounding box, the total number of entries) as well as prune small

clusters and isolated fingerprint matches, which significantly reduces the output size.

The station level clustering dominates the runtime in the summarization. In order to speed up

the clustering, we partition the similarity matrix according to the diagonals, or ranges of dts of

the matched fingerprints, and perform clustering in parallel on each partition. A näıve equal-sized

partition of the similarity matrix could lead to missed detections if a cluster split into two partitions

gets pruned in both due to the decrease in size. Instead, we look for proper points of partition in

the similarity matrix where there is a small gap between neighboring occupied diagonals. Again, we

take advantage of the ordered nature of similarity matrix entries. We uniformly sample entries in

the similarity matrix, and for every pair of neighboring sampled entries, we only check the entries

in between for partition points if the two sampled entries lie on diagonals far apart enough to be in

two partitions. Empirically, a sampling rate of around 1% works well for our datasets in that most

sampled entries are skipped because they are too close to be partitioned.

Network. Given groups of potential events at each station, we perform a similar summarization

across the network in order to identify subsets of the events that can be attributed to the same

seismic source. In principle, we could also partition and parallelize the network detection. In

practice, however, we found that the summarized event information at each station is already small

enough that it su�ces to compute in serial.
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6.5 Evaluation

In this section, we perform both quantitative evaluation on performances of the detection system,

as well as qualitative analysis of the detection results. Our goal is to demonstrate that:

1. Each of our optimizations contributes meaningfully to the performance improvement; together,

our optimizations enable an over 100⇥ speed up in the end-to-end detection system.

2. Incorporating domain knowledge in the system improves both the performance and the quality

of the detection.

3. The improved scalability of the system enables new scientific discoveries on two public datasets:

we discovered 597 new earthquakes from a decade of seismic data near the Diablo Canyon

nuclear power plant in California, as well as 6123 new earthquakes from a year of seismic data

from New Zealand.

Dataset. We evaluate using two public datasets used in seismological analyses with our domain

collaborators. The first dataset includes 1 year of 100Hz time series data (3.15 billion points per

station) from 5 seismic stations (LTZ, MQZ, KHZ, THZ, OXZ) in New Zealand. We use the vertical

channel (usually the least noisy) from each station [129]. The second dataset of interest includes 7

to 10 years of 100Hz time series data from 11 seismic stations and 27 total channels near the Diablo

Canyon power plant in California [233].

Experimental Setup. We report results from evaluating the system on a server with 512GB of

RAM and two 28-thread Intel Xeon E5-2690 v4 2.6GHz CPUs. Our test server has L1, L2, L3 cache

sizes of 32K, 256K and 35840K. We report the runtime averages from multiple trials.

6.5.1 End-to-end Evaluation

In this subsection, we report the runtime breakdown of the baseline implementation of the system,

as well as the e↵ects of applying di↵erent optimizations.

To evaluate how our optimizations scale with data size, we evaluate the end-to-end system on

1 month and 1 year of time series data from station LTZ in the New Zealand dataset. We applied

a bandpass filter of 3-20Hz on the original time series to exclude noisy low-frequency bands. For

fingerprinting, we used a sliding window with length of 30 seconds and slide of 2 seconds, which

results in 1.28M binary fingerprints for 1 month of time series data (15.7M for one year), each of

dimension 8192; for similarity search, we use 6 hash functions, and require a detection threshold of

5 matches out of 100 hash tables. We further investigate the e↵ect of varying these parameters in

the microbenchmarks in Section 6.5.3.

Figure 6.10 shows the cumulative runtime after applying each optimization. Table 6.1 shows the

detailed runtime breakdown for the evaluation on 1 year of data. Cumulatively, our optimizations
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Figure 6.10: Factor analysis of processing 1 month (left) and 1 year (right) of 100Hz data from
LTZ station in the New Zealand dataset. We show that each of our optimization contributes to the
performance improvements, and enabled an over 100⇥ speed up end-to-end.

Stages Fingerprint Hash Gen Search Alignment

Baseline 9.58 4.28 149 >1 mo (est.)
+ occur filter 9.58 4.28 30.9 (-79%) 16.02
+ #n func 9.58 5.63 (+32%) 3.35 (-89%) 18.42 (+15%)
+ locality Min-Max 9.58 1.58 (-72%) 3.35 18.42
+ MAD sample 4.98 (-48%) 1.58 3.35 18.42
+ parallel (n=12) 0.54 (-89%) 0.14 (-91%) 0.62 (-81%) 2.25 (-88%)

Table 6.1: Factor analysis (runtime in hours, and relative improvement) of each optimization on 1
year of data from station LTZ. Each optimization contributes meaningfully to the speedup of the
system, and together, the optimizations enable an over 100⇥ end-to-end speedup.

scale well with the size of the dataset, and enable an over 100⇥ improvement in end-to-end processing

time. We analyze each of these components in turn:

First, we apply a 1% occurrence filter (+ occur filter, Section 6.3.5) during similarity search to

exclude frequent fingerprint matches generated by repeating background noise. This enables a 2-5⇥

improvement in similarity search runtime while reducing the output size by 10-50⇥, reflected in the

decrease in postprocessing time.

Second, we further reduce the search time by increasing the number of hash functions to 8 and

lowering the detection threshold to 2 (+ increase #funcs, Section 6.3.3). While this increases the

hash signature generation and output size, it enables around 10⇥ improvement in search time for

both datasets.

Third, we reduce the hash signature generation time by improving the cache locality and reducing

the computation with Min-Max hash instead of MinHash (+ locality MinMax, Section 6.3.2), which

leads to a 3⇥ speedup for both datasets.

Fourth, we speed up fingerprinting by 2⇥ by estimating MAD statistics with a 10% sample (+

MAD sample, Section 6.2.2).

Finally, we enable parallelism and run the system with 12 threads (Section 6.2.2, 6.3.4, 6.4.2).

As a result, we see an almost linear decrease in runtime in each part of the system. Notably, due
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to the overall lack of data dependencies in the analysis, simple parallelization can already enable

significant speedups.

The improved scalability enables us to scale analytics from 3 months to over 10 years of data.

We discuss qualitative detection results from both datasets in Section 6.5.6.

6.5.2 E↵ect of Domain-specific Optimizations

Here, we investigate the e↵ect of applying domain-specific optimizations to the system. We demon-

strate that incorporating domain knowledge could improve both performance and result quality.

Occurrence filter. We evaluate the e↵ect of applying the occurrence filter during similarity search

on the five stations from the New Zealand dataset. For this evaluation, we use a partition size of

1 month as the duration for the occurrence threshold; a >1% threshold indicates that a fingerprint

matches over 1% (10K) other fingerprints in the same month. We report the total percentage of

filtered fingerprints under varying thresholds in Table 6.2. We also evaluate the accuracy of the

occurrence filter by comparing the timestamps of filtered fingerprints with the catalog of the arrival

times of known earthquakes at each station. In Table 6.2, we report the false positive rate, or the

number of filtered earthquakes over the total number of cataloged events, of the filter under varying

thresholds.

The results show that as the occurrence filter becomes stronger, the percentage of filtered finger-

prints and the false positive rate both increase. For seismic stations su↵ering from correlated noise,

the occurrence filter can e↵ectively eliminate a significant amount of fingerprints from the similarity

search. For station LTZ, a >1% threshold filters out up to 30% of the total fingerprints without any

false positives, which results in a 4⇥ improvement in runtime. For other stations, the occurrence

filter has little influence on the results. This is expected since these stations do not have repeating

noise signals present at station LTZ (Figure 6.7). In practice, correlated noise is rather prevalent in

seismic data. In the Diablo Canyon dataset for example, we applied the occurrence filter on three

out of the eleven seismic stations in order for the similarity search to finish in a tractable time.

Bandpass filter. We compare similarity searches on the same dataset (Nyquist frequency 50Hz)

before and after applying bandpass filters. The first bandpass filter (bp: 1-20Hz) is selected as most

seismic signals are under 20Hz; the second (bp: 3-20Hz) is selected after manually looking at sample

spectrograms of the dataset and excluding noisy low frequencies. Figure 6.11 reports the similarity

search runtime for fingerprints generated with di↵erent bandpass filters. Overall, similarity search

su↵ers from additional matches generated from the noisy frequency bands outside the interests of

seismology. For example, at station OXZ, removing the bandpass filter leads to a 16⇥ slow down in

runtime and a 209⇥ increase in output size.

We compare detection recall on 8811 catalog earthquake events for di↵erent bandpass filters. The

recall for the unfiltered data (0-50Hz), the 1-20Hz and 3-20Hz bandpass filters are 20.3%, 23.7%,
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Table 6.2: The table shows that the percentage of fingerprints filtered (Filtered) and the false positive
rate (FP) both increase as the occurrence filter becomes stronger (from filtering matches above 5.0%
to above 0.1%). The runtime (in hours) measures similarity search time.

LTZ (1548 events) MQZ (1544 events) KHZ (1542 events)

Thresh FP Filtered Time FP Filtered Time FP Filtered Time
>5.0% 0 0.09 149.3 0 0 2.8 0 0 2.2
>1.0% 0 30.1 31.0 0 0 2.7 0 0 2.3
>0.5% 0 31.2 32.1 0 0.09 2.8 0 0 2.4
>0.1% 0 32.1 28.6 0.07 0.3 2.7 0 0.03 2.4

THZ (1352 events) OXZ (1248 events)

Thresh FP Filtered Time FP Filtered Time
>5.0% 0 0 2.4 0 0 2.6
>1.0% 0 0 2.3 0 0 2.6
>0.5% 0 0 2.4 0.08 0.08 2.7
>0.1% 0 0.02 2.3 0.08 0.17 2.6

Figure 6.11: E↵ect of band pass filters on LSH runtime. Matches of noise in the non-seismic frequency
bands can lead to significant increase in runtime for unfiltered time series.

45.2%, respectively. The overall low recall is expected, as we only used 4 (out of over 50) stations

in the seismic network that contributes to the generation of catalog events. Empirically, a narrow,

domain-informed bandpass filter focuses the comparison of fingerprint similarity only on frequencies

that are characteristics of seismic events, leading to improved similarity between earthquake events

and therefore increased recall. We provide guidelines for setting the bandpass filter in Appendix C

of the extended report [270].

6.5.3 E↵ect of System Parameters

In this section, we evaluate the e↵ect of core parameters on the system’s performance and quality.
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Sampling Rate Accuracy (%) Speedup

0.001 94.9 350⇥
0.01 98.7 99.8⇥
0.1 99.5 10.5⇥
0.5 99.7 2.2⇥
0.9 99.9 1.1⇥

Table 6.3: Speedup and quality of di↵erent MAD sampling rate compared to no sampling on 1.3M
fingerprints. Sampling enables a 100x speed up in MAD calculation with 98.7% accuracy. Below
1%, runtime improvements su↵er from a diminishing return, as the IO begins to dominate the MAD
calculation in runtime.

MAD sampling rate. We evaluate the speed and quality trade-o↵ for calculating the median and

MAD of the wavelet coe�cients for fingerprints via sampling. We measure the runtime and accuracy

on the 1 month dataset in Section 6.5.1 (1.3M fingerprints) under varying sampling rates. Table 6.3

reports the relative speed up in MAD computation time and an accuracy metric that measures the

average overlap between the binary fingerprints generated using the sampled MAD and the original

MAD. Overall, runtime and accuracy both decrease with sampling rate, as expected. For example,

a 10% and 1% sampling rate produce fingerprints with 99.7% and 98.7% accuracy, while enabling a

near linear speedup of 10.5⇥ and 99.8⇥, respectively. Below 1%, runtime improvements su↵er from

a diminishing return, as I/O begins to dominate MAD computation runtime.

LSH parameters. We report runtime of the similarity search under di↵erent LSH parameters in

Figure 6.12. As indicated in Figure 6.6, the three sets of parameters that we evaluate yield near

identical probability of detection given Jaccard similarity of two fingerprints. However, by increasing

the number of hash functions and thereby increasing the selectivity of hash signatures, we decrease

the average number of lookups per query by over 10x. This results in around 10x improvement in

similarity search time.

Number of partitions. We report the runtime and memory usage of the similarity search with

varying number of partitions in Figure 6.13. As the number of partitions increases, the runtime

increases slightly due to the overhead of initialization and deletion of hash tables. In contrast,

memory usage decreases as we only need to keep a subset of the hash signatures in the hash table

at any time. Overall, by increasing the number of partitions from 1 to 8, we are able to decrease

the memory usage by over 60% while incurring less than 20% runtime overhead. This allows us to

run LSH on larger datasets with the same amount of memory.

Parallelism. Finally, to quantify the speedups from parallelism, we report the runtime of LSH hash

signature generation and similarity search using a varying number of threads. For hash signature

generation, we report time taken to generate hash mappings as well as the time taken to compute

Min-Max hash for each fingerprint. For similarity search, we fix the input hash signatures and vary
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Figure 6.12: E↵ect of LSH parameters on similarity search runtime and average query lookups.
Increasing the number of hash functions significantly decreases average number of lookups per query,
which results in a 10⇥ improvement in runtime.

Figure 6.13: Runtime and memory usage for similarity search under a varying number of partitions.
By increasing the number of search partitions, we are able to decrease the memory usage by over
60% while incurring less than 20% runtime overhead.

the number of threads assigned during the search. We show the runtime averaged from four seismic

stations in Figure 6.14. Overall, hash signature generation scales almost perfectly (linearly) up to

32 threads, while similarity search scales slightly worse; both experience significant performance

degradation running with all available threads.

6.5.4 Comparison with Alternative Similarity Search Algorithms

In this section, we compare the single-core query performance of our MinHash LSH to 1) an alterna-

tive open source LSH library FALCONN [112] and 2) state-of-the-art set similarity join algorithms:

PPJoin [332], GroupJoin [49], AllPairs [36] and AdaptJoin [322]. We use 74,795 fingerprints with

dimension 2048 and 10% non-zero entries, and a Jaccard similarity threshold of 0.5 for all libraries.
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Figure 6.14: Hash generation scales near linearly up to 32 threads.

Table 6.4: Single core per-datapoint query time for LSH and set similarity joins. MinHash LSH
incurs a 6.6% false negative rate while enabling up to 197⇥ speedup.

Algorithm Average Query time Speedup

MinHash LSH 36 µs –
FALCONN vanilla LSH [112] .87ms 24⇥

FALCONN multi-probe LSH [112] 2.4ms 65⇥
AdaptJoin [322] 2.3ms 63⇥

AllPairs [36] 7.1ms 197⇥
GroupJoin [49] 5.7ms 159⇥
PPJoin [332] 5.5ms 151⇥

Exact Similarity Search Algorithms. We first investigate the performance and accuracy trade-

o↵ between using MinHash LSH and exact algorithms for similarity search. We focus the comparison

on set similarity joins, a line of exact join algorithms that identifies all pairs of sets above a similarity

threshold from two collections of sets [218]. State-of-the-art set similarity joins avoid exhaustively

computing all pairs of set similarities via a filter-verification approach, such that only “promising”

candidates that survive the filtering and verification are examined for the final join.

We report single-core query time of our MinHash LSH implementation and four state-of-the-art

algorithms for set similarity joins: PPJoin [332], GroupJoin [49], AllPairs [36] and AdaptJoin [322].

For the set similarity joins, we use an open-source implementation (C++) from a recent benchmark

paper, which is reported to be faster than the original implementations on almost all data points

tested [218]. We transform each binary fingerprint into a set of integer tokens of the non-zero entries,

with the tokens chosen such that larger integer tokens are more frequent than smaller ones.

We found that with a Jaccard similarity threshold of 0.5, the MinHash LSH incurs a 6.6%

false negative rate while enabling 63⇥ to 197⇥ speedups compared to set similarity join algorithms

(Table 6.4). Among the four tested algorithms, AdaptJoin achieves the best query performance as
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False Negative (%) Query time (ms) # Hash Tables # Probes

6.7 0.87 85 85
6.5 2.4 50 120

0.54 2.4 50 400
0.36 2.0 200 200

Table 6.5: Average query time and false negative rate under di↵erent FALCONN parameter settings.

a result of the small candidate set size enabled by its sophisticated filters. This is di↵erent from the

benchmark paper’s observation that expensive filters do not pay o↵ and often lead to the slowest

runtime [218]. One important di↵erence in our experiment is that the input fingerprints have a fixed

number of non-zero entries; as a result, the corresponding input sets have equal length. Therefore,

filtering and pruning techniques based on set length do not apply to our dataset.

Alternative LSH Library. Next, we compare the query performance of our similarity search to

an alternative and more advanced LSH library. We were unable to find an existing high-performance

implementation of LSH for Jaccard similarity, so we instead compare it to FALCONN [112], a popular

library based on recent theoretical advances in LSH family for cosine similarity [18].

We exclude hash table construction time, and compare single-core query time of FALCONN and

our MinHash LSH. We use the cross-polytope LSH family and tune the FALCONN parameters such

that the resulting false negative rate is similar to that of the MinHash LSH (6.6%). With “vanilla”

LSH, FALCONN achieves an average query time of 0.87ms (85 hash tables); with multi-probe LSH,

FALCONN achieves an average query time of 2.4ms (50 hash tables and 120 probes). In comparison,

our implementation has an average query time of 36 µs (4 hash functions, 100 hash tables), which

is 24⇥ and 65⇥ faster than FALCONN with vanilla and multi-probe LSH. We report the runtime

and false negative rate under additional FALCONN parameter settings in Table 6.5. Notably, in

multi-probe LSH, adding additional probes reduces the false negative rate with very little runtime

overhead. We consider using multi-probe LSH to further reduce the memory usage as a valuable

area of future work.

The performance di↵erence reflects a mismatch between our sparse, binary input and FAL-

CONN’s target similarity metrics in cosine distance. Our results corroborate previous findings that

MinHash outperforms SimHash on binary, sparse input data [289].

6.5.5 Comparison with Supervised Methods

In this section, we report results evaluating two supervised models on the Diablo Canyon dataset.

Models. We focus the evaluation on two supervised models: WEASEL [277] and ConvNetQuake [250].

The former is a time series classification model that leverages statistics tests to select discrimina-

tive bag-of-pattern features on Fourier transforms; it outperforms the state-of-the-art non-ensemble
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classifiers in accuracy on the UCR time series benchmark. The latter is a convolutional neural net-

work model with 8 strided convolution layers followed by a fully connected layer; it has successfully

detected uncatalogued earthquakes in Central Oklahoma.

Data. Same as the qualitative study in Section 6.5.6, we focus on the area in the vicinity of the

Diablo Canyon nuclear power plant in California. We use catalog earthquake events located in the

region specified by Figure 6.17 as ground truth. We perform classification on the continuous ground

motion data recorded at station PG.LMD, which has the largest number of high-quality recordings

of catalog earthquake signals, and use additional data from station PG.DCD (station that remained

active for the longest) for augmentation. Both stations record at 100Hz on 3 channels, capturing

ground motion along three directions: EHZ channel for vertical, EHN channel for North-South

and EHE channel for East-West motions. We use the vertical channel for WEASEL, and all three

channels for ConvNetQuake.

Preprocessing and Augmentation. We extract 15-second long windows from the input data

streams, which include windows containing earthquake events (positive examples) as well as windows

containing only seismic noise (negative examples). This window length is consistent with that used

for fingerprinting.

We adopt the recommended data preprocessing and augmentation procedures for the two models.

For WEASEL, we z-normalize each 15-second window of time series by subtracting the mean and

dividing by the standard deviation. For ConvNetQuake, we divide the input into monthly streams

and preprocess each stream by subtracting the mean and dividing by the absolute peak amplitude;

we generate additional earthquake training examples by perturbing existing ones with zero-mean

Gaussian noise with a standard deviation of 1.2. For both models, we further augment the earthquake

training set with examples of catalog events recorded at an additional station.

In order to prevent the models from overfitting to the location of the earthquake event in the time

window (e.g. a spike in the center of the window indicates earthquakes), we generate 6 samples for

each catalog earthquake event with the location of the earthquake event shifted across the window.

Specifically, we divide the 15-second time window into five equal-length regions, and generate one

training example from each catalog event with the event located at a random position within each

region; we generate an additional example with an earthquake event located right in the center of

the window. We report prediction accuracy averaged on samples located in each of the five regions

for each event. We further analyze the impact of this augmentation in the results section below.

Train/Test Split. We create earthquake (positive) examples from the arrival times from the

Northern California Seismic Network (NCSN) catalog [233]. Together, the catalog yields 3585 and

1388 catalog events for PG.LMD and PG.DCD, respectively, from 2007 to 2017. We select a random

10% of the catalog events from PG.LMD as the test set, which includes 306 events from 8 months. We

create a second test set containing 449 new earthquake events detected by our system. Both test sets

exhibit a similar magnitude distribution, with the majority of the events centered around magnitude
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Table 6.6: Supervised methods trained on catalog events exhibit high false positive rate and a 20%
accuracy gap between predictions on catalog and FASTer detected events.

WEASEL [277] ConvNetQuake [250]

Test Catalog Acc. (%) 90.8 90.6
Test FASTer Acc. (%) 68.0 70.5

True Negative Rate (%) 98.6 92.2
False Positive Rate (%) 90.0±5.88 90.0±5.88

1. The training set includes the remaining catalog events at PG.LMD, as well as additional catalog

events at PG.DCD.

For negative examples, we randomly sample windows of seismic noise located between two catalog

events at station PG.LMD. For training, we select 28,067 windows of noise for WEASEL, and

874,896 windows for ConvNetQuake; ConvNetQuake requires a much larger training set to prevent

overfitting. For testing, we select 85,060 windows of noise from September, 2016 for both models.

Finally, we generate 15-second non-overlapping windows from one month of continuous data

(December, 2011) in the test set. We then select 100 random windows that the model classifies as

earthquakes for false positive evaluation.

Results. We report the two models’ best classification accuracy on test noise events (true negative

rate), catalog events and FASTer events in Table 6.6. The additional training data from PG.DCD

boosts the classification accuracy for catalog and FASTer events by up to 4.3% and 3.2%. If the

model is only trained on samples with the earthquake event in the center of the window, the accuracy

further degrades to over 6% for WEASEL and over 20% for ConvNetQuake, indicating that the

models are not robust to translation.

Overall, the 20% gap in prediction accuracy between catalog events and FASTer events suggests

that models trained on the former do not generalize as well to the latter. Since the two test sets have

similar magnitude distributions, the di↵erence indicates that FASTer events might be su�ciently

di↵erent from the existing catalog events in the training set that they are not detected e↵ectively.

In addition, we report the false positive rate evaluated on a random sample of 100 windows

predicted as earthquakes by each model. The ground truth is obtained via our domain collabora-

tors’ manual inspection. WEASEL and ConvNetQuake exhibit a false positive rate of 90% with a

95% confidence interval of 5.88%. In comparison, our end-to-end system has only 8% false posi-

tives. Figure 6.15 provides examples of the true positive and false positive predictions made by the

ConvNetQuake model.

Discussion. The fact that unsupervised methods used in our system can find qualitatively

di↵erent events than those in the existing catalog suggests that, for the earthquake detection problem,

supervised and unsupervised methods are not mutually exclusive, but complementary to each other.
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Figure 6.15: Example of true and false positive predictions made by the ConvNetQuake model.

In areas with rich historical data, supervised models showed promising potential for earthquake

classification [250]. However, in cases where there are not enough events in the area of interest for

training, we can still obtain meaningful detections via domain-informed unsupervised methods. In

addition, unsupervised methods can serve as a means for label generation to improve the performance

of supervised methods.

6.5.6 Qualitative Results

We first report our findings in running the system over a decade (06/2007 to 10/2017) of continuous

seismic data from 11 seismic stations (27 total channels) near the Diablo Canyon nuclear power

plant in central California. The chosen area is of special interest as there are many active faults near

the power plant. Detecting additional small earthquakes in this region will allow seismologists to

determine the size and shape of nearby fault structures, which can inform seismic hazard estimates.

We applied station-specific bandpass filters between 3 and 12 Hz to remove repeating background

noise from the time series. In addition, we applied the occurrence filter on three out of the eleven

seismic stations that experienced corrupted sensor measurements. The number of input binary

fingerprints for each seismic channel ranges from 180 million to 337 million; the similarity search

runtime ranges from 3 hours to 12 hours with 48 threads.

Among the 5048 detections above our detection threshold, 397 detections (about 8%) were false
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Figure 6.16: The left axis shows origin times and magnitude of detected earthquakes, with the
catalog events marked in blue and new events marked in red. The colored bands in the right
axis represent the duration of data used for detection collected from 11 seismic stations and 27
total channels. Overall, we detected 3957 catalog earthquakes (diamond) as well as 597 new local
earthquakes (circle) from this dataset.

positives, confirmed via visual inspection: 30 were duplicate earthquakes with a lower similarity, 18

were catalog quarry blasts, 5 were deep teleseismic earthquakes (large earthquakes from >1000 km

away). There were also 62 non-seismic signals detected across the seismic network; we suspect that

some of these waveforms are sonic booms.

Overall, we were able to detect and locate 3957 catalog earthquakes, as well as 597 new local

earthquakes. Figure 6.16 shows an overview of the origin time of detected earthquakes, which is

spread over the entire ten-year span. The detected events include both low-magnitude events near

the seismic stations, as well as larger events that are farther away. Figure 6.17 visualizes the locations

of both catalog events and newly detected earthquakes, and Figure 6.18 zooms in on earthquakes in

the vicinity of the power plant. Despite the low rate of local earthquake activity (535 total catalog

events from 2007 to 2017 within the area shown in Figure 6.18), we were able to detect 355 new

events that are between �0.2 and 2.4 in magnitude and located within the seismic network, where

many active faults exist. We missed 261 catalog events, almost all of which originated from outside

the network of our interest. Running the detection system at scale enables scientists to discover

earthquakes from unknown sources. These new detected local events will be used to determine the

details of active fault structures near the power plant.

We are also actively working with our domain collaborators on additional analysis of the New

Zealand dataset. The system detected 11419 events, including 4916 catalog events, 355 teleseis-

mic events, 6123 new local earthquakes and 25 false positives (noise waveforms) verified by the

seismologists. We are preparing these results for publication in seismological venues, and expect

to further improve the detection results by scaling up the analysis to more seismic stations over a

longer duration of time.
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Figure 6.17: Overview of the location of detected catalog events (gray open circles) and new events
(red diamonds). The system was able to detect earthquakes close to the seismic network (boxed) as
well as all over California.

6.6 Discussion

In this section, we discuss related work and reflect on real-world usage of our system as well as

lessons learnt from building it.

6.6.1 Related Work

First, we address related work in earthquake detection, LSH-based applications and time series

similarity search.

Earthquake Detection. The original FAST work appeared in the seismology community, and

has proven a useful tool in scientific discovery [107, 108]. In this paper, we present FAST to a

database audience for the first time, and report on both the system composition and optimization

from a computational perspective. The results presented in this paper are the result of over a

year of collaboration between our database research group and the Stanford earthquake seismology

research group. The optimizations we present in this paper and the resulting scalability results of

the optimized system have not previously been published. We believe this represents a useful and

innovative application of LSH to a real domain science tool that will be of interest to both the

database community and researchers of LSH and time-series analytics.
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Figure 6.18: Zoom in view of locations of new detected earthquakes (red diamonds) and cataloged
events (blue circles) near the seismic network (box in Figure 6.17). The new local earthquakes
contribute detailed information about the structure of faults.

The problem of earthquake detection is decades old [16], and many classic techniques—many of

which are in use today—were developed for an era in which humans manually inspected seismographs

for readings [172, 328]. With the rise of machine learning and large-scale data analytics, there has

been increasing interest in further automating these techniques. While FAST is optimized to find

many small-scale earthquakes, alternative approaches in the seismology community utilize template

matching [48, 279], social media [273], and machine learning techniques [24, 323]. Most recently,

with su�cient training data, supervised approaches have shown promising results of being able to

detect non-repeating earthquake events [250]. In contrast, our LSH-based detection method does

not rely on labeled earthquake events and detects reoccurring earthquake events. In the evaluation,

we compare against two supervised methods [250, 277] and show that our unsupervised method is

able to detect qualitatively di↵erent events from the existing earthquake catalog.

Locality Sensitive Hashing. In this work, we perform a detailed case study of the practical

challenges and the domain-specific solutions of applying LSH to the field of seismology. We do not

contribute to the advance of the state-of-the-art LSH algorithms; instead, we show that classic LSH

techniques, combined with domain-specific optimizations, can lead to scientific discoveries when

applied at scale. Existing work shows that LSH performance is sensitive to key parameters such

as the number of hash functions [105, 262]; we provide supporting evidence and analysis on the

performance implication of LSH parameters in our application domain. In addition to the core

LSH techniques, we also present nontrivial preprocessing and postprocessing steps that enable an

end-to-end detection system, including spatiotemporal alignment of LSH matches.
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Our work targets CPU workloads, complementing existing e↵orts that speed up similarity search

on GPUs [171]. To preserve the integrity of the established science pipeline, we focus on optimizing

the existing MinHash based LSH rather than replacing it with potentially more e�cient LSH variants

such as LSH forest [34] and multi-probe LSH [211]. While we share observations with prior work

that parallelizes and distributes a di↵erent LSH family [308], we present the unique challenges and

opportunities of optimizing MinHash LSH in our application domain. We provide performance

benchmarks against alternative similarity search algorithms in the evaluation, such as set similarity

joins [218] and an alternative LSH library based on recent theoretical advances in LSH for cosine

similarity [18]. We believe the resulting experience report, as well as our open source implementation,

will be valuable to researchers developing LSH techniques in the future.

Time Series Analytics. Time series analytics is a core topic in large-scale data analytics and

data mining [186, 204, 333]. In our application, we utilize time series similarity search as a core

workhorse for earthquake detection. There are a number of distance metrics for time series [102],

including Euclidean distance and its variants [337], Dynamic Time Warping [260], and edit dis-

tance [319]. However, our input time series from seismic sensors is high frequency (e.g. 100Hz)

and often noisy. Therefore, small time-shifts, outliers and scaling can result in large changes in

time-domain metrics [59]. Instead, we encode time-frequency features of the input time series into

binary vectors and focus on the Jaccard similarity between the binary feature vectors. This feature

extraction procedure is an adaptation of the Waveprint algorithm [31] initially designed for audio

data; the key modification made for seismic data was to focus on frequency features that are the

most discriminative from background noise, such that the average similarity between non-seismic

signals is reduced [41]. An alternative binary representation models time series as points on a grid,

and uses the non-empty grid cells as a set representation of the time series [245]. However, this

representation does not take advantage of the physical properties distinguishing background from

seismic signals.

6.6.2 Usage and Reflection

In this work, we reported on a novel application of LSH to large-scale seismological data, as well

as the challenges and optimizations required to scale the system to over a decade of continuous

sensor data. This experience in scaling LSH for large-scale earthquake detection illustrates both the

potential and the challenge of applying core data analytics primitives to data-driven domain science

on large datasets. On the one hand, LSH and, more generally, time series similarity search, is well-

studied, with scores of algorithms for e�cient implementation: by applying canonical MinHash-based

LSH, our seismologist collaborators were able to meaningfully analyze more data than would have

been feasible via manual inspection. On the other hand, the straightforward implementation of

LSH in the original FAST algorithm failed to scale beyond a few months of data. The particulars

of seismological data—such as frequency imbalance in the time series and repeated background
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noise—placed severe strain on an unmodified LSH implementation and on researchers attempting

to understand the output.

As a result, the seismological discoveries we have described in this paper would not have been

possible without domain-specific optimizations to the detection system. Our domain scientist col-

laborators at Stanford were also able to publish a detailed analysis of these new findings in the seis-

mology journal Bulletin of the Seismological Society of America [338]. In addition, our open-source

system [114] has already received interest from researchers worldwide, including McGill University,

University College London, Dublin Institute for Advanced Studies, Ludwig Maximilian University

of Munich, Austral University of Chile, and National Geophysical Research Institute in India.

We believe that these results have important implications for researchers studying LSH (e.g.,

regarding the importance of skew resistance) and will continue to bear fruit as we scale the system

to even more data and larger networks.



Chapter 7

Discussion and Future Directions

We observed two bottlenecks that prevent data analytics systems from managing exponentially

increasing data volumes. First, analytics systems can not a↵ord to compute all ingested data,

especially for computationally expensive tasks and applications requiring interactivity. Second,

analysts cannot a↵ord to manually inspect all the results generated by analytics systems to determine

which merit further investigation.

In this dissertation, we presented systems and algorithms to improve computational and human

e�ciency in data analytics by focusing the limited computational resources and analysts’ attention

on a subset of relevant data. To improve computational e�ciency, we demonstrated that novel

combinations of precomputation and query-time sampling significantly improve query performance

with small precomputation overheads in AQP systems (Chapters 3 and 4). To improve human

e�ciency, we proved that the automatic highlighting and summarization of important behaviors

in data could save end-users’ time in manual inspections and improve the usability of monitoring

applications (Chapters 5 and 6). In this chapter, we discuss the limitations of our work, along with

exciting directions for future work.

7.1 Limitations

Storage Considerations. Thus far, this dissertation has assumed that ingestion and storage

are solved problems and instead focused on e�ciently utilizing ingested data. Specifically, the

assumptions were 1) that users can collect and store all needed data and 2) that network traversal

times are not a bottleneck. While these assumptions held true for the specific tasks we targeted,

they should be revisited in the broader context.

Users today can collect and store more data than ever due to improved storage technology and

the availability of cloud storage services. For example, hard drive prices have dropped from over
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$1,000,000 per gigabyte in 1981 to less than $0.02 per gigabyte in 2021 [222]. Similarly, since

Amazon’s initial release of S3 in 2006 at a monthly cost of $0.15 per gigabyte, major vendors such

as Google, Microsoft, Oracle, and IBM have all started o↵ering cloud storage services, driving the

costs down to as low as $0.001 per gigabyte per month [15]. While the storage prices continue to

decrease, the rate of change has slowed down. Since data volumes continue to grow exponentially,

future data analytics systems need to put more thought into deciding which data to store and how

to physically organize the data. For example, sensors at the Large Hadron Collider are currently

generating so much data that scientists developed intelligent filters to select a small fraction of

potentially pertinent events to retain.

Furthermore, while computing and storage have traditionally been collocated, there has been

increasing interest in architectures that advocate the decoupling and disaggregation of storage and

computing resources with improvements in network technology [148, 302, 320]. In these architec-

tures, data can be located in remote storage, such as Amazon S3 or Azure Blob Storage, while all

communications occur over the network. This setup is supported in PS
3, and even when data is

stored remotely, network traversal times do not produce a bottleneck because our data accesses have

no sequential dependencies. Namely, given a query, PS3 knows all the partitions to request up-

front. In contrast, if we were to implement a pointer-chase traversal algorithm in which each request

depends on information gained from the previous one, the network time could begin to dominate.

For desegregated architectures, our approach of leveraging lightweight precomputation to reduce

the amount of data shipped over the network can benefit compute-intensive applications. However,

for other applications where network time is a concern, it could be more beneficial to o✏oad some

computation to storage, such as via stored procedures and user-defined functions.

Domain-Specific Optimizations. This dissertation has repeatedly illustrated the importance

of domain knowledge and domain-specific optimizations. In ASAP, we leveraged the fact that the

granularity of the visualization is limited by the resolution supported by the display device to signif-

icantly reduce the computational complexity of the search for smoothing parameters. In FASTer, we

leveraged knowledge of earthquake events both to reduce repeating background noise patterns, thus

improving the e�ciency of the similarity search procedure, and to aggregate similar search results

across multiple sensors to improve the confidence of the results presented to users. We have incor-

porated domain knowledge by directly working with domain experts and hand engineering specific

optimizations into the system. Although these optimizations achieved excellent results in individual

systems, manually developing optimizations is not scalable, as each domain and application can

require completely di↵erent solutions.

At least two missing components prevent the analytics systems from automatically encoding

users’ domain expertise into the analysis pipeline. The first is the lack of an intuitive interface or

language that defines the search space of the optimization. Query languages played a crucial role

in the development of relational databases. Each query defines the list of possible actions, such
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as accessing data in di↵erent orders or using di↵erent implementations of an operator. Similarly,

modern analytics workloads contain many operator and parameter choices for feature transformation,

data modeling, and statistical analyses. Defining a scope that is simultaneously broad enough to

support multiple applications and narrow enough to share similar query and data characteristics for

optimizations is the first step towards automation. The second component is the lack of mechanisms

to solicit user feedback. Unlike in traditional query optimization, it is essential to leverage domain

knowledge to improve both the query performance and the result quality of the analysis. While

it is relatively easy to collect statistics on the former, the latter requires explicit user feedback.

Developing strategies to solicit the most information from users with the least e↵ort is essential in

this iterative development process.

7.2 Future Directions

7.2.1 Improving E�ciency

In this dissertation, we improved query processing e�ciency by leveraging knowledge of the workload

and application to select a subset of stored data to process intelligently. As data volumes continue

to increase, it is essential to consider how to push this application semantics further down the data

analytics pipeline, such as during the ingestion and storage phases. This section describes two ideas

for future research.

Self-organizing Data Layout. Partition pruning based on summary statistics (e.g., the range

of values in each column) is widely used in current analytics systems. Using this approach, queries

can skip reading data partitions if the file metadata indicates that the file contains no matching

values. Therefore, data layouts, or how individual data points are assigned to data blocks, have

a major impact on query performance. Existing work on data layout optimization has focused on

the o✏ine setup, which assumes knowledge of the query workload and aims to design a partitioning

scheme for the dataset that maximizes the amount of data skipped under this workload [306, 334].

However, in practice, users might not have prior knowledge of the workload, and repartitioning

the entire dataset each time new queries arrive is expensive. Many opportunities lie in designing

storage systems that can incrementally optimize their layouts according to changing data and query

distributions in an online fashion. For example, Snowflake has already implemented heuristics-based

policies for incremental partition maintenance.

The idea of self-organizing storage has been explored in database cracking, which physically

reorganizes a column incrementally as each query arrives [336]. The cost of cracking decreases as

more queries arrive, since the strategy enforces a sort order on the column in the limit. However,

the reorganization cost does not decrease over time in our case; shifts in query workloads can lead

to entirely di↵erent partition designs. Therefore, the online layout optimization problem requires
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new strategies that can dynamically trade o↵ the costs of repartitioning with the gains in query

performance to determine when and which part of the data to reorganize. It remains to be seen how

well such an adaptive strategy would perform compared to a static layout with access to the entire

query workload.

Specialized Compression for Time-Series Data. Compression not only reduces storage costs

but also increases query throughput by allowing more data to fit into the memory. Time-series data

can benefit significantly from compression techniques due to its high volumes (e.g., 2.5 terabytes

per second at Google [6]). However, generic compression formats, such as gzip, fail to leverage the

unique properties of time series data, such as temporal correlations between consecutive samples in

a measurement and between di↵erent measurements of the same entity. For example, if the values

do not change significantly between consecutive measurements, it is possible to store the XOR of

the di↵erences between the two values instead [244]. In addition, common analytics operations on

time series such as aggregations are agnostic to the ordering of data points.

Some ideas for incorporating these unique properties of time series data and its workloads into

the storage and organization of analytics systems include storing correlated time series together,

which can lead to better compression ratios but requires decompressing additional data during query

time. Another approach could be to leverage query patterns and the natural hierarchies in the data

specified by associated categorical attributes (e.g., region!data center!rack) to group time series

and achieve a balance between the compression ratio and query performance. Recent time-series data

is queried more often and at a higher granularity compared to historical data. Accordingly, another

solution would be to design systems that dynamically adjust the granularity of data stored, provided

it can be done cheaply and without undergoing the entire process of decompression, aggregation, and

compression. The Burrows–Wheeler transform rearranges a string into runs of repeated characters

to achieve a better compression ratio using techniques such as run-length encoding. Since floating-

point numbers that are close in value can be better compressed using the XOR technique and since

common aggregation operations are agnostic to the ordering of data points, the time series could be

reordered to achieve a better compression ratio analogous to the Burrows-Wheeler transform.

7.2.2 Improving Usability

Through this dissertation, we have improved the usability of monitoring applications by automat-

ically identifying, highlighting, and summarizing important behaviors in large data volumes. This

improved usability is reflected in the real-world usages and deployments of ASAP and FASTer.

However, the progress largely resulted from hand-engineered, domain-specific adaptations and opti-

mizations. In this section, we provide some ideas for generalizing lessons learned and applying them

to a broader set of use cases and users.
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Visualization and Data Exploration. ASAP demonstrates the power of summary visual-

izations: they hide distracting details in complex datasets and help focus users’ attention on the

high-level properties of the datasets. However, ASAP’s scope is limited: we specifically picked

moving average as the smoothing function and chose to preserve outlyingness in the problem formu-

lation to support the monitoring use case. Many summary techniques for visualization exist in the

broader design space, including sampling, filtering, clustering, and aggregation. There are also ad-

ditional properties in the dataset that users might value outside of anomalies, such as trend, cluster,

frequency, correlation, and structure.

Many questions remain related to building interactive visual analytics systems to help users

explore and debug large datasets with summary visualizations. In terms of usability, it is unclear

which visualization technique is best suited for a given use case and dataset. In addition, summary

visualizations could introduce biases by hiding details and only presenting certain aspects of the

datasets. It is important to identify these potential risks and design corresponding mechanisms

to correct them. In terms of performance, achieving interactivity on large datasets is non-trivial;

prior work has demonstrated that neither fast query engines nor traditional AQP techniques are

su�cient [56,191]. Promising results that leverage cached samples, specialized visualization indexes

and sketches, and incremental computation in interactive data analyses are already evident, but

more questions remain than answers.

7.3 Closing Thoughts

We are in an exciting era for data. Sensors and devices have generated unprecedented volumes of

data, while cloud solutions have significantly reduced storage costs. However, data is meaningless

until it gets processed and interpreted. From ingestion to computation to interpretation, each step

in the data analytics pipeline becomes more expensive and can handle much smaller data volumes.

To enable the computational resources and analysts’ attention to keep up with the fast increasing

data volumes, this dissertation introduced systems and algorithms that focus the limited resources

on a small subset of relevant data and behaviors.

Although this dissertation presented computation and analysts’ attention as two separate bot-

tlenecks, humans and machines go hand-in-hand in analytics. E�cient computation primitives are

key to reducing delays and improving user productivity in exploratory analyses. Users’ preferences

and knowledge, in turn, introduce unique optimization opportunities for the computation. As our

community moves forward to support increasingly complex analytics workflows that combine data

integration and wrangling, statistical analysis, machine learning, and visualization, it is important

to not only focus on challenges in individual stages of the workflow, but also develop end-to-end

systems and tools that help real users and use cases.



Appendix A

Supplementary material for PS3

A.1 Implementation Details

In this section, we provide additional implementation details for the partition picker.

A.1.1 Clustering

Normalization. Prior to clustering, we normalize the summary statistics to make sure that the

euclidean distance is not dominated by any single statistic. We first apply a log transformation

to reduce the overall skewness to all summary statistics except for selectivity estimates; for the

selectivity estimates which are between 0 and 1, we use the cube root transformation instead. We

then normalize each summary statistics by its average value in the training dataset. We choose the

average instead of the max as the normalization factor since it is more robust to outliers. During

test time, the statistics are normalized by their corresponding average values in the training dataset.

Feature Selection. We provide pseudo code for the feature selection procedure in Algorithm 13.

We report the features selected by the procedure on the four real-world datasets for experiments

reported in § 3.4.2:

• TPC-H*: selectivity upper, selectivity lower, min(x), max hh, max dv, hh bitmap

• TPC-DS*: log2(x), x, sum dv, hh bitmap

• Aria: selectivity indep, selectivity max, min(log(x)), x, max(x), avg hh, # dv

• KDD: selectivity indep, x2, max dv

Only a small number of features are used in each dataset, but across datasets, all four types of

features are represented. This again illustrates the need for all four sketches.

Finally, we measure the quantitative impact of the feature selection procedure on clustering

performance in Table A.1. Similar to the experiment in §3.4.5, we evaluate the average relative
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Algorithm 13 Feature Selection for Clustering

1: feats  (selectivity, occurrence bitmap,
log(x), log2(x), min(log(x)), max(log(x)),
x, x2, std, min(x), max(x),
# hh, max hh, avg hh,
# dv,avg dv, max dv, min dv, sum dv)

2: best  [] . Features excluded from clustering
3: for i 1! 10 do
4: feats.shu✏e() . Explore features in random order
5: to exclude  []
6: for f 2 feats do
7: new  [to exclude]+[f]
8: if ImproveCluster(to exclude, new) then
9: to exclude  new

10: end if
11: end for
12: if ImproveCluster(best, to exclude) then
13: best  to exclude
14: end if
15: end for
16: return best

Table A.1: Area under the curve for the average relative error of clustering under di↵erent sampling
budgets for Hierarchical Agglomerative Clustering (HAC) and KMeans clustering; smaller is better.

HAC (ward) +feat sel KMeans +feat sel

TPCDS 4.2 3.8 (-9%) 4.2 3.8 (-8%)
Aria 2.6 2.3 (-14%) 2.7 2.3 (-15%)
KDD .58 .55 (-5%) .55 .54 (- .5%)

error for estimating the query answer using di↵erent clustering procedures, and compare the total

area under the error curve for di↵erent sampling budgets. Overall, feature selection consistently

improves clustering performance for both clustering methods, reducing the area from 0.5% to 15%

across datasets.

A.1.2 Training

We use the XGBoost regressor as our base model and use the squared error as the loss function.

Although our models are only used for binary classification, we train them as regressors instead

of classifiers. This is to address the problem that the ratio of positive to negative examples are

di↵erent for di↵erent queries. Consider a query which has one partition with rows that satisfy the

predicate versus a query with 100 such partitions. Missing one positive example would have a much

larger impact on the final accuracy for the first query compared to the second. While a classifier

can only handle class imbalance globally, with a regressor, we can scale labels di↵erently such that
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Algorithm 14 Training Label Generation

Input: threshold t 2 [0, 1], partition count n, feature dimension m, query answer dimension d; for
each input query i, partition features Fi 2 Rn⇥m and normalized query answers on each partition
Ai 2 [0, 1]n⇥d

Output: X, Y
1: X  [], Y  []
2: for each (Fi, Ai) 2 training do . For each query
3: ans  

P
(Ai) . Ground truth query answer

4: for j  1! n do
5: y[j] max(Ai[j]) > t . Partition contribution
6: end for
7: positive  

P
y

8: for j  1! n do
9: if y[j] == 1 then

10: y[j] 
q

c
positive

11: else
12: y[j] �

q
c

n�positive

13: end if
14: end for
15: X.append(Fi)
16: Y.append(y)
17: end for

the positive examples weigh more in the first query. We provide pseudo code for the training set up

in Algorithm 14.

A.2 Variance Analysis

A.2.1 Unbiased picker

Unbiased picker. We introduce an unbiased version of our proposed estimator that lends well to

analysis. As described in § 3.3.2, the biased estimator picks an exemplar partition deterministically

from a cluster given the median feature vector of the cluster, whereas the unbiased estimator picks

a cluster exemplar partition at random. We empirically compare the performances of the two

estimators on four real-world datasets in Figure A.1. For each test query, we run the unbiased

estimator 10 times and compute the average error achieved to compare against the error achieved

by the biased estimator.

Overall, Figure A.1 shows that the biased estimator achieves smaller error compared to the

unbiased version when the sampling fraction is small, and that there are no significant di↵erences in

accuracy between the two estimators otherwise. In addition, for a given query, the biased version of

the estimator has no variance. Therefore, in use cases when the sampling budget is limited or when
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Figure A.1: Empirical comparison of the bias and unbiased version of the estimator. The biased
estimator tends to outperform the unbiased when the sampling fraction is small.

users prefer getting a deterministic answer for a given query, the biased version of the estimator

might be preferred.

Analysis. Next, we analyze the unbiased version of the estimator using the framework of stratified

sampling. Compared to a simple random sample of the same size, stratified sampling can produce

an estimator with smaller variance if the elements within strata are homogeneous. In our case, each

cluster is essentially a stratum; if clustering is e↵ective, the partitions in a cluster are similar to each

other, leading to a variance reduction.

Within each stratum, we perform simple random sampling without replacement (SRSWoR) to

draw a sample of size 1; the variance formula for SRSWoR can be found in Chapter 2.5.2 of [83].

Note that since we only draw one sample from each cluster/stratum, in order to estimate variance of

the stratum, we would need to evaluate additional partitions per stratum. Finally, the total variance

of the unbiased estimator is the sum of the variances from each stratum.

When central limit theorem holds, the 95% confidence interval of an estimator Y is given by

±1.96
p
�2(Y ) [83], where �2(Y ) is the variance of the estimator described above.
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A.2.2 Partition-level v.s. Row-level Sampling

In this subsection, we compare random partition level sampling to random row level sampling.

We show that under the same sampling fraction, random partition level sampling has much larger

variance than random row level sampling.

Set up. We start with a description of the setup. For a group G in the query, let yi be the value

of the aggregate function on partition i. Let ⇡i be the probability that partition i is included in the

sample, ⇡ij be the probability that both partition i and j are in the sample, N be the total number

of partitions and S be the set of sampled partitions.

We wish to estimate the total value of the aggregate function for group G on all partitions. For

SUM and COUNT queries, the total value is Y =
PN

i=1
yi. If all partitions have positive sampling

probability (⇡i > 0, 8i), an unbiased Horvitz-Thompson estimator for Y under Poisson sampling is:

Ŷ =
X

i2S

yi
⇡i

The true variance of the estimator Ŷ is:

�2(Ŷ ) =
NX

i,j=1

(
⇡ij

⇡i⇡j
� 1)yiyj (A.1)

However, since yi is only available for partitions that are included in the sample, we can not

evaluate the true variance using Eq A.1 directly. Instead, we estimate the true variance using the

sampled set of partitions S [83]:

�̂2(Ŷ ) =
NX

i,j=1

(
1

⇡i⇡j
�

1

⇡ij
)yiyj (A.2)

If the second-order inclusion probability ⇡ij > 0 for all pairs of partitions i, j, Eq A.2 is an

unbiased estimator for Eq A.1, the true variance of Ŷ [121].

Analysis. For random partition level sampling, assume that each partition is selected in the sample

with probability p. The expected size of S is Np. Since the partitions are sampled independently,

⇡ij = ⇡i⇡j . Plug the inclusion probabilities in Eq A.2, the estimator of the true variance is:

�̂2(Yblk) =
X

i2S

(
1

p2
�

1

p
)y2i (A.3)

Similarly, assume that each tuple is sampled with probability p. Let tx be the total value that a

tuple x contributes towards the aggregate for group G, and St be the set of sampled tuples. Following
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similar derivation as Eq A.3, the estimator of the variance for random row level sampling is

�̂2(Trow) =
X

x2St

(
1

p2
�

1

p
)t2x (A.4)

Note that yi in Eq A.3 is simply the sum of tuples in partition i. Let bx be the partition that

contains tuple x, then yi =
P

bx=i tx. Therefore,

y2i =
X

bx=i

t2x + 2
X

x<y,
bx=by=i

txty

Eq A.3 can be rewritten as

�̂2(Tblk) =
X

i2St

(
1

p2
�

1

p
)t2i + 2

X

i,j2St,
i<j,bi=bj

(
1

p2
�

1

p
)titj (A.5)

Comparing to random row-level sampling with the same sampling fraction p (Eq A.4), random

partition-level sampling has larger variance: Eq A.5 includes an additional term that accounts for

the variance contributed by tuples belonging to the same partition.



Appendix B

Supplementary material for HBE

B.1 Proofs

B.1.1 Preliminaries

Basic inequalities. We first state without proof some well known inequalities that we will use in

the proofs.

Lemma 6 (Chebyshev’s and Paley-Zygmund inequalities). For a non-negative random variable Z

and parameters t > 0, ✓ 2 [0, 1], we have

P[Z � (t+ 1) · E[Z]] 
1

t2
· RelVar[Z], (B.1)

P[Z > (1� ✓)E[Z]] �
1

1 + 1

✓2 · RelVar[Z]
. (B.2)

Theorem 7 (Cherno↵ bounds). Let X =
Pn

i=1
Xi, where Xi = 1 with probability pi and Xi = 0

with probability 1� pi, and all Xi are independent. Let v = E[X] =
Pn

i=1
pi. Then for � > 0

P[X � (1 + �)v]  e�
�
2

2+�
v, (B.3)

P[X  (1� �)v]  e�
1
2 �

2v. (B.4)

Median-trick to boost success probability. The median-trick is based on concentration of

sums of independent binary random variables. If we define binary random variables appropriately

we can obtain bounds for the concentration of the median of i.i.d. random variables around their

expectation.

Lemma 7. Let Z1, . . . , ZL be L � 1 i.i.d. copies of a non-negative random variable with RelVar[Z] 

148
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✏2

6
then:

P [median{Z1, . . . , ZL} � (1 + ✏)E[Z]]  e�
L

6 ,

P [median{Z1, . . . , ZL}  (1� ✏)E[Z]]  e�
L

4 .

Proof of Lemma 7. Let

Xi = I[Zi � (1 + ✏)E[Z]],

Yi = I[Zi  (1� ✏)E[Z]].

By Lemma 6, we have that

ai = E[Xi] 
1

✏2
✏2

6


1

6
, bi = E[Yi] 

1

7
.

We get the following upper bounds

P[median{Z1, . . . , ZL} � (1 + ✏)E[Z]]  P[
LX

i=1

Xi �
L

2
].

P[median{Z1, . . . , ZL} � (1 + ✏)E[Z]]  P[
LX

i=1

Yi �
L

2
],

that along with Cherno↵ bounds will give us our result. We only show the first inequality as the sec-

ond one follows similarly. Let A =
PL

i=1
ai  L/6, the first event is bounded by exp(�

(
L/2
A

�1)
2

2+(
L/2
A

�1)
A) 

exp(�L/6).

Moments of Hashing-Based-Estimators.

Lemma 8. Assuming that 8i 2 [n], p(xi, q) > 0 then

E[Zh] =
nX

i=1

uik(x, xi), (B.5)

E[Z2

h] =
nX

i,j=1

k2(q, xi)
uiP[i, j 2 H(q)]uj

p2(q, xi)
. (B.6)
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Proof of Lemma 8. We start with the expectation:

Eh,X [
k(q,X)

p(q,X)
uH(q)] = Eh[EX [

k(q,X)

p(q,X)
]uH(q)]

= Eh[
X

i2H(q)

ui

uH(q)

k(q, xi)

p(q, xi)
uH(q)]

=
nX

i=1

uiE[I[h(xi) = h(q)]]
k(xi, q)

p(xi, q)

=
nX

i=1

uik(xi, q)

We proceed with the second moment:

Eh,X [
k2(q,X)

p2(q,X)
u2

H(q)] = Eh[EX [
k2(q,X)

p2(q,X)
]u2

H(q)]

= Eh[
X

i2H(q)

ui

uH(q)

k2(q, xi)

p2(q, xi)
u2

H(q)]

= Eh[
X

i2H(q)

ui
k2(q, xi)

p2(q, xi)
uH(q)]

= Eh[
X

i,j2H(q)

uiuj
k2(q, xi)

p2(q, xi)
]

=
nX

i,j=1

k2(xi, q)
uiP[i, j 2 H(q)]uj

p2(xi, q)

B.1.2 Refined Variance bound

Here, we derive our new inequality bounding the variance of HBE and RS. Let µ  �  L  1 and

define:

S1 = {i 2 [n] : L  wi  1} (B.7)

S2 = {i 2 [n] \ S1 : �  wi  L} (B.8)

S3 = {i 2 [n] \ (S2 [ S1) : µ  wi  �} (B.9)

S4 = {i 2 [n] : wi < µ} (B.10)

as well as µ` =
P

i2S`
uiwi  µ. The intuition behind the definition of the sets is that for radial

decreasing kernels they correspond to spherical annuli around the query (Figure B.1).
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Figure B.1: Depiction of the sets that appear in Lemma 9

Lemma 9. For non-negative weights w1, . . . , wn, vector u 2 �n and sets S1, . . . , S4 ✓ [n] as above

it holds

X

i,j2[n]

w2

i {uiVijuj} 

X

`2[3],`02[3]

sup
i2S`,
j2S

`0

⇢
Vijwi

wj

�
µ`µ`0

+ uS4

X

`2[3]

sup
i2S`,
j2S4

⇢
Vij

wi

µ

�
µ`µ

+ sup
i2S4,j2[n]

{Vijwi} · µ4 (B.11)

where uS :=
P

j2S uj  1.

Proof of Lemma 4. First we observe that S1 ] S2 ] S3 ] S4 = [n] forms a partition:

X

i,j2[n]

uiujVijw
2

i =
X

`,`02[3]

X

i2S`,j2S
`0

uiujVijw
2

i

+
X

`2[3]

X

i2S`,j2S4

uiujVijw
2

i

+
X

i2S4,j2[n]

uiujVij .w
2

i (B.12)

For the first three sets we have some bounds on the ration wi

wj

whereas for the last set we have a
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bound on the wi. We utilize these by:

X

i2S`,
j2S

`0

Vijwi

wj
uiwiujwj  sup

i2S`,
j2S

`0

{
Vijwi

wj
}

X

i2S`

wiui

X

j2S
`0

wjuj ,

X

i2S`,
j2S4

Vijwi

µ
wiuiujµ  uS4 sup

i2S`,
j2S4

⇢
Vijwi

µ

�
µ
X

i2S`

wiui,

X

i2S4,
j2[n]

{Vijwi}uiujwi  sup
i2S4,j2[n]

{Vijwi}kuk1
X

j2S4

wiui.

Identifying µi in the above expressions and substituting the bounds in (B.12) completes the proof.

B.1.3 Adaptive procedure

Theorem 8. Given an (a,�, �)-regular estimator Z, the AMR procedure outputs a number Ẑ such

that

P[|Ẑ � µ|  ✏ ·max{µ, ⌧}] �
2

3
�O�,↵(✏

2)

and with the same probability uses O�(
1

✏2
1

µ� ) samples.

Proof of Theorem 8. Recall that µt = (1 + �)�t and let t0 := t0(µ) 2 Z such that:

µt0+1  µ  µt0 (B.13)

We consider two cases t0 < T or t0 � T .

Case I (t0 < T ). In this case, we want to show that our algorithm with constant probability does

not terminate before t0 and not after t0 + 1.

Let Z̄t be the mean of mt i.i.d. samples Z(i)
t ⇠ Z(t, �) with mean E[Z(i)

t ] = µ and RelVar[Z(i)
t ] 

Vt(µ). Then,

RelVar[Z̄t] 
✏2

6

Vt(µ)

Vt(µt+1)
. (B.14)
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Let A0 be the event that the algorithm terminates before t0.

P[A0] = P[9t < t0, Z̄t � µt] (B.15)



X

t<t0

P[Z̄t �

✓
µt

µ

◆
µ] (B.16)


✏2

6

t0�1X

t=1

µ2

(µt � µ)2
Vt(µ)

Vt(µt+1)
(B.17)


✏2

6

t0�1X

t=1

µ2

(µt � µ)2
(
µt+1

µ
)2�↵. (B.18)

where in (B.16) we use union bound, in (B.17) we use the first part of Lemma 6 and in (B.18)

property (B) of a regular estimator. In the next three inequalities we use (B.13), t  t0 � 1 and
Ps

t=0
xs
 (1� x)�1 for x < 1.

P[A0] 
✏2

6

t0�1X

t=1

1

(1�
µt0
µt

)2
µ2

t+1

µ2
t

(
µt0

µt+1

)↵ (B.19)


✏2

6

1

�2
µ↵
t0

t0�1X

t=1

(1 + �)�↵(t0�t�1) (B.20)


✏2

6

1

�2
µ↵
t0

1

1� (1 + �)�↵
. (B.21)

Furthermore, let A1 be the event that the algorithm terminates after t > t0 + 1.

P[A1] = P[8t  t0 + 1, Z̄t < µt] (B.22)

 P[Z̄t0+1 < µt0+1] (B.23)

= 1� P[Z̄t0+1 � µt0+1]. (B.24)

Using the second part of Lemma 6 (Paley-Zygmund)

P[Z̄t0+1 � µt0+1] �
1

1 + (�+1)2

�2
✏2

6

Vt0+1(µ)
Vt0+1(µt0+1)

(B.25)

�

✓
1 +

(� + 1)2

�2

✏2

6

◆�1

. (B.26)

Therefore, P[A1]  1 �
⇣
1 + (�+1)

2

�2
✏2

6

⌘�1


(�+1)

2

�2
✏2

6
. Finally, let t⇤ be the (random) level where

the algorithm terminates and A2 be the event that |Z̄t⇤ �µ| > ✏µ. If any of the three events happen
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we say that the procedure fails. We can bound the failure probability by:

P[F ] = P[A0 _A1 _A2]

= P[A0 _A1 _A2 ^ A0] + P[(A0 _A1 _A2) ^ Ac
0
]

 P[A0] + P[A1 ^Ac
0
] + P[A2 ^Ac

0
]. (B.27)

To bound the last term we use:

P[A2 ^Ac
0
] = P[A2 ^Ac

0
^A1] + P[A2 ^Ac

0
^Ac

1
]

 P[A1] + P[A2 ^Ac
0
^Ac

1
].

and

P[A2 ^Ac
0
^Ac

1
] =

X

t2{t0,t0+1}

P[|Z̄t � µ| > ✏µ ^ t⇤ = t]



X

t2{t0,t0+1}

P[|Z̄t � µ| > ✏µ]


1

✏2

X

t2{t0,t0+1}

RelVar[Z̄t]


1

✏2

X

t2{t0,t0+1}

✏2

6

Vt(µ)

Vt(µt+1)
.

By definition µ � µt+1 for all t � t0, thus by (B) and (B.28):

P[A2 ^Ac
0
^Ac

1
] 

2

6
=

1

3
. (B.28)

Hence, the overall probability failure is bounded by:

P[F ]  P[A0] + 2P[A1] + P[A2 ^Ac
0
^Ac

1
]


✏2

6

1

�2
µ↵
t0

1

1� (1 + �)�↵
+ 2

(� + 1)2

�2

✏2

6
+

1

3
.
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When the algorithm succeeds the total number of samples is bounded by

t0+1X

t=1

d
6

✏2
Vt(µt+1)e  (t0 + 1) +

6C

✏2

t0+1X

t=1

(1 + �)�(t+1)

 (t0 + 1) +
6C

✏2
(1 + �)2�

(1 + �)�t0

�

 (t0 + 1) +
6C

✏2
(1 + �)�

�

1

µ�
.

Case II (t0 � T ). In this case µ  µT 
1

1+� ✏⌧ . By the same arguments as in the case t0 < T

we get that the probability terminates before t < t0 is at most ✏2

6�2µ↵
t0

1

1�(1+�)�↵ . If the condition

Z̄T � µT is satisfied then:

P[|Z̄T � µ| > ✏µ] 
1

✏2
RelVar[Z̄T ] 

1

6
(B.29)

If Z̄T < µT then:

|0� µ|  µ  µT 
1

1 + �
✏⌧  ✏max{µ, ⌧} (B.30)

Conclusion. Thus, overall if Ẑ is the output of AMR:

P[|Ẑ � µ| > ✏max{µ, ⌧}] 
✏2

6

1

�2
µ↵
t0

1

1� (1 + �)�↵

+ 2
(� + 1)2

�2

✏2

6
+

1

3

As we see in the above expression the failure probability is dominated by the 1

3
term. For example

for � = 1, ✏ = 0.2, ↵ = 1 we have that the extra term is less than 0.0667.

B.1.4 Regular estimator for Gaussian Kernel

Theorem 9. ZGauss is (1,
3

4
, �)-regular and takes preprocessing time/space bounded by Od,T ,�(✏�3+

1
4 ⌧�

3
4 ·

n).

Proof of Theorem 9. By Lemma 8 and Theorem 1 (Section 4.1), (A) holds with Vt(µ) :=
4e

3
2

µ e
r2
t
�rt

q
log(

1
µ
)
.

Moreover, since 8x � y > 0

Vt(y)

Vt(x)
=

x

y
e
�rt(

q
log(

1
y
)�

p
log(

1
x
))


✓
x

y

◆2�1

(B.31)
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and V
0

t (x) = �
4e

3
2

x e
r2
t
�rt

q
log(

1
µ
)
( 1x + rt

2

p
log(

1
x
)
) < 0, property (B) holds with ↵ = 1. Finally,

Vt(µt+1) = 4e
3
2 e{

1
4�

1
2

p
t+1
t

+(1+
1
t
)}t log(1+�) (B.32)

= 4e
3
2

✓
1

µt

◆ 1
4�

1
2

p
t+1
t

+(1+
1
t
)

(B.33)

 4e
3
2 (1 + �)1�

1p
2 ·

✓
1

µt

◆ 3
4

, (B.34)

and consequently (C) holds with � = 3

4
. Finally, the estimator uses at most O( 1

✏2VT (µT+1)) hash

tables each taking preprocessing time/space Od,qT ,�(n) space.

B.2 Hashing-based Sketch

For any hash table H and a vector u 2 �n (simplex), let B = B(H) denote the number of buckets

and umax = umax(H) := max{uHi
: i 2 [B]} the maximum weight of any hash bucket of H. The

precise definition of our Hashing-Based-Sketch is given in Algorithm 7.

For a fixed H, we can obtain the following bounds on the first two moments of our sketch (Sm, w).

Lemma 10 (Moments). For the sketch (Sm, w) produced by the HBS procedure it holds that

E[KDEw
Sm

|H] = KDEu
P (q),

Var[(KDEw
Sm

)2|H] 
1

m
(Bumax)

1��⇤
nX

i=1

k2(xi, q)ui.

The above analysis shows that the sketch is always unbiased and that the variance depends on

the hash function H only through (Bumax)1��⇤
� 1. We postpone the proof of this lemma after

showing how it implies the following theorem.

Theorem 10. Let H be the hash function sampled by the HBS procedure. For ✏ > 0 and � 2

[e�
6
✏2

umax
n⌧ , e�

6
✏2 ), let:

�⇤ =

(
1�

log( ✏
2

6
log(1/�))

log(umax
⌧ )

)I[B( 1
2 )

1
6 1

⌧
]

, (B.35)

m =
6

✏2
1

⌧
(Bumax)

1��⇤
<

log( 1� )

⌧
. (B.36)

Then (Sm, w) is an (✏, 1

6
, ⌧)-sketch and if B 

�
1

2

� 1
6 1

⌧ any hash bucket with weight at least ⌧ will

have non empty intersection with Sm with probability at least 1� �.
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Proof of Theorem 10. Given a hash bucket with weight at least ⌧ , the probability that we sample a

point from that bucket is at least:

⇢ �
⌧�

B1��
= ⌧

1

(B⌧)1��
(B.37)

The probability that we see no point after m independent samples is less than (1� ⇢)m  e�m ⌧
�

B1��

For m � log(1/�)
⌧ (B⌧)1�� this probability is at most �. On the other hand by Lemma 10 if m �

6

✏2
1

⌧ (Bumax)
1�� we have that Var[KDEw

Sm
]  ✏2

6
µ⌧ . The case B > 2�

1
6
1

⌧ is trivial as �⇤ = 1. For

B  2�
1
6
1

⌧ ) umax �
1

B � ⌧2
1
6 . We set � to make the two lower bounds on m equal,

6

✏2
1

⌧
(Bumax)

1�� =
log(1/�)

⌧
(B⌧)1�� (B.38)

,

⇣umax

⌧

⌘1��
=

✏2 log(1/�)

6
(B.39)

, � = 1�
log( ✏

2

6
log(1/�))

log(umax
⌧ )

. (B.40)

This is strictly less than one for log(1/�) ✏
2

6
> 1) � < e�

6
✏2 , and more than zero for � � e�

6
✏2

umax
⌧ .

Since umax � ⌧21/6 the two inequalities are consistent. Furthermore,

m =
6

⌧✏2
· (Bumax)

1��⇤
(B.41)

=
6

⌧✏2
· (Bumax)

log(
✏
2 log(1/�)

6 )
1

log(umax
⌧

) (B.42)

=
6

⌧✏2
· e

log(log(1/�) ✏
2

6 )
log(Bumax)

log(umax
⌧

) (B.43)


6

⌧✏2
·

✓
log(1/�)

✏2

6

◆(1�
1
6

log 2

log(umax
⌧

)
)

(B.44)

<
log(1/�)

⌧
. (B.45)

Remark 6. Observe that
log

1
�

⌧ is the number of samples that random sampling would require in

order to have the same property for any bucket with uHi
� ⌧ . When �⇤ < 1, our scheme always uses

less samples by a factor of
⇣
log(1/�) ✏

2

6

⌘ log(B⌧)

log(umax
⌧

)
< 1.

Thus, our sketch will have similar variance with random sampling in dense regions of the space

but will have better performance for relatively “sparse” regions.

Proof of Lemma 10. Let I be the random hash bucket and XI the corresponding random point,
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then for a single point:

E[KDEw1

{XI}
] = EI [EXI

[
uHI

m

PB
i0=1

u�
H

i0

u�
HI

k(XI , q)]]

= EI [
X

j2HI

uHI

m

PB
i0=1

u�
H

i0

u�
HI

k(xj , q)
uj

uHI

]

=
1

m
EI [

PB
i0=1

u�
H

i0

u�
HI

X

j2HI

k(xj , q)uj ]

=
1

m

X

i2[B]

X

j2Hi

k(xj , q)uj

=
1

m
KDFu

P (q).

The first part follows by linearity of expectation. Similarly,

E[(KDFw
Sm

)2] 
mX

j=1

E[(KDF
wj

{xj}
)2] + (KDFu

P (q))
2.

By linearity we only have to bound the first term

E[(KDEw1

{XI}
)2] = EI [EXI
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uHI
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H
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HI
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(
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2
uj

uHI

]
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HI

)2uHI

X
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k2(xj , q)uj ]

=
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i0

m2

X

i2[B]

u1��
HI

X

j2HI

k2(xj , q)uj


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u�
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i0

m2
u1��
max

X

i2[B]

X

j2HI

k2(xj , q)uj


(Bumax)1��

m2

nX

j=1

k2(xj , q)uj .

The last inequality follows by applying Hölder’s inequality with p = 1

� and q = 1

1�� , and due to

u 2 �n.
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Figure B.2: (µ = 0.01, D = 3, s = 4, d = 2, � = 0.05)-Instance. Each of the D = 3 directions is
coded with a di↵erent color.

B.3 Synthetic Benchmarks

In this section, we introduce a general procedure to create tunable synthetic datasets that exhibit

di↵erent local structure around the query. We then show how to use this procedure as a building

block to create two di↵erent families of instances with specific characteristics aimed to test kernel

density evaluation methods.

(µ,D, n, s, d,�)-Instance. Since the problem of kernel density is query dependent and the kernel

typically depends only on the distance, we shall always assume that the query point is at the origin

q = 0 2 Rd.

We further assume that the kernel is an invertible function of the distance K(r) 2 [0, 1] and let

K�1(µ) 2 [0,1) be the inverse function. For example, the exponential kernel is given by K(r) = e�r

and the inverse function is given by K�1(µ) = log( 1µ ).

The dataset is created with points lying in D di↵erent directions and s distance scales (equally

spaced between 0 and R = K�1(µ)) such that the contribution from each direction and scale to the

kernel density at the origin is equal. To achieve this the number of points nj placed a at the j-th

distance scale rj is given by

n` := bn
µ

K(rj)
c. (B.46)

The reasoning behind this design choice is to make sure that we have diversity in the distance

scales that matter in the problem, so not to favor a particular class of methods (e.g. random sampling

, nearest-neighbor based). Also, placing the points on the same direction makes the instance more

di�cult for HBE as the variance in (4.4) increases with the ratio P[h(i)=h(j)=h(q)]
P[h(i)=h(q)]2 , that expresses how

correlated the values {h(i), h(j), h(q)} are. We give an example visualization of such data sets in 2

dimensions in Figure B.2. The detailed procedure is described below (Algorithm 15).

Remark 7. If D ⌧ n this class of instances becomes highly structured with a small number of tightly

knit “clusters” (Figure B.2). One would expect in this case, space-partioning methods to perform
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Algorithm 15 (µ,D, n, s, d,�)-Instance

1: Input: µ 2 [ 1n , 1], D � 1, n � 1, s � 2 , d � 1, � � 0, kernel K, inverse K�1.
2: R K�1(µ), r0  K�1(1), P  ;.
3: for j = 0, . . . , s� 1 do
4: rj+1  

R�r0
s�1

j + r0 . distances for each D
5: nj+1  bn

µ
K(rj+1)

c . points at each distance

6: end for
7: for i = 1, . . . , D do
8: vi  

gi
kgik

with gi ⇠ N (0, Id). . random direction
9: for j=1,. . . , s do . For each distance scale

10: for ` = 1, . . . , nj do . generate a “cluster”
11: gij` ⇠ N (0, Id)
12: xij`  sjvi +

�
p

d
sjgij`

13: P  P [ {xij`}

14: end for
15: end for
16: end for
17: Output: Set of points P

well. At the same time by Lemma 4, these instances are the ones that maximize the variance of both

HBE (s � 1) and RS (s > 1) .

Remark 8. On the other hand if D � n the instances become spread out (especially in high

dimensions). This type of instances is ideal for sampling based methods when s = 1, and di�cult

for space-partitioning methods.

Based on the above remarks we propose the following sub-class of instances.

“Worst-case” instance. In order to create an instance that is hard for all methods we take a

union of the two extremes D ⌧ n and D � n. We call such instances “worst-case” as there does not

seem to be a single type of structure that one can exploit, and these instances realize the worst-case

variance bounds for both HBE and RS. In particular, if we want to generate an instance with N

points, we first set D a small constant and n = ⇥(N) and take the union of such a dataset with

another using D = ⌦(N1�o(1)) and n = O(No(1)). An example of such a dataset is given in B.3a.

D-structured instance. “Worst-case” instances are aimed to be di�cult for any kernel evaluation

method. In order to create instances that have more varied structure, we use our basic method to

create a single parameter family of instances by fixing N,µ,�, s, d and setting n = N
D . We call this

family of instances as D-structured. As one increases D, two things happen:

• The number of directions (clusters) increases.

• n = N
D decreases and hence certain distance scales disappear. By (B.46), if nµ < K(rj) )

Dj >
Nµ

K(rj)
then distance scale j will have no points assigned to it.
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(a) “worst-case” instance (b) di�cult case

Figure B.3: The two families of instances for d = 2.

Hence, for this family when D ⌧ N
D $ D ⌧

p
N the instances are highly structured and we expect

space-partitioning methods to perform well. On the other extreme as D increases and di↵erent

distance scales start to die out (Figure B.3b) the performance of random sampling keeps improv-

ing until there is only one (the outer) distance scale, where random sampling will be extremely

e�cient. On the other hand HBE’s will have roughly similar performance on the two extremes as

both correspond to worst-case datasets for scale-free estimators with � = 1/2, and will show slight

improvement in between 1⌧ D ⌧ n. This picture is confirmed by our experiments.

B.4 Additional Results

B.4.1 Datasets

We provide detailed descriptions of the datasets as well as the bandwidth used for the kernel den-

sity evaluation in Table B.2. We also include specifications for the additional datasets acquired

from LIBSVM [61] and the UCI Machine Learning Repository [206] that were used to evaluate the

accuracy of the diagnostic procedure.

We selected the top eight datasets in Table B.2 for density evaluation in the main paper as they

are the largest, most complex datasets in our collection. We provide additional density evaluation

results in Table B.1 for datasets with comparable sizes or dimensions to the ones reported in the

main paper. For higgs and hep, FigTree failed to finish the evaluation within a day. Given the

performance of RS on these datasets, we don’t expect FigTree to achieve better performance even if

the query returns successfully. For mnist, we were not able to get ASKIT to achieve relative error

below 1 even after trying parameters that span a few orders of magnitude; this is potentially caused
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Table B.1: Precomputatation time (init) and total query time (query) on 10K random queries for
additional datasets. All runtime measurements are reported in seconds.

Dataset Time RS HBE ASKIT FigTree

higgs init 0 141 25505 > 1day
query 6 18 1966 > 1day

hep init 0 138 23421 > 20 hours
query 6 11 1581 > 1day

susy init 0 67 5326 3245
query 18 12 > 9756 5392

home init 0 11 237 7
query 2369 17 376 33

mnist init 0 211 14 437
query 168 389 ? 1823

by the high-dimensionality and sparsity of this dataset.

B.4.2 Synthetic Experiment

For the clustering test, we set µ = 0.001, s = 4, d = 100,� = 0.01, N = 500K. The varying

parameters are the number of clusters (D) and the number of points per cluster n. We report

precomputatation time (in seconds) for all methods in Table B.3. The ordering of methods according

to precomputatation time largely follows that of query time.

As discussed in Section B.3, for the D-structured instances as the number of points per cluster

n decreases, smaller distance scales start to disappear due to (B.46). Let Di be the threshold such

that for D > Di, there are no-points in scale i. The corresponding numbers for our experiment is

roughly D1 = 500 (at distance 0) , D2 = 1077, D3 = 10K, D4 = N = 500K. In particular, only a

single distance scale remains when D = 100K > D3, a set up in which RS is orders of magnitude

more e�cient than alternative methods (Figure B.3a right).

B.4.3 Visualizations of real-world data sets

Our Log-Condition plots use circles with radius r to represent points with weights roughly e�r

(roughly at distance
p
r for the Gaussian kernel). The visualizations are generated by plotting

overlapping annuli around the origin that represent a random queries from the dataset, such that

the width of the annulus roughly corresponds to the log of the relative variance of random sampling.

We observe two distinctive types of visualizations. Datasets like census exhibit dense inner

circles, meaning that a small number of points close to the query contribute significantly towards

the density. To estimate the density accurately, one must sample from these small clusters, which

HBE does better than RS. In contrast, datasets like MSD exhibit more weight on the outer circles,
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Table B.2: Specifications of real-world datasets.

Dataset N d � Description

census 2.5M 68 3.46 Samples from 1900 US census.
TMY3 1.8M 8 0.43 Hourly energy load profiles for reference buildings.
TIMIT 1M 440 10.97 Speech data for acoustic-phonetic studies.

First 1M data points used.
SVHN 630K 3072 28.16 Google Street View house numbers.

Raw pixel values of 32x32 images.
covertype 581K 54 2.25 Cartographic variables for predicting forest cover type.
MSD 463K 90 4.92 Audio features of popular songs.
GloVe 400K 100 4.99 Pre-trained word vectors from

Wikipedia 2014 + Giga 5 word. 5. 6B tokens, 400K vocab.
ALOI 108K 128 3.89 Color image collection of 1000 small objects.

Each image is represented by a 128 dimensional SIFT vector.

higgs 11M 28 3.41 Signatures of Higgs bosons from Monte Carlo simulations.
hep 10.5M 27 3.36 Signatures of high energy physics particles.
susy 5M 18 2.24 Signatures of supersymmetric particles.
home 969K 10 0.53 Home gas sensor measurements.
skin 245K 3 0.24 Skin Segmentation dataset.
ijcnn 142K 22 0.90 IJCNN 2001 Neural Network Competition.
acoustic 79K 50 1.15 Vehicle classification in distributed sensor networks.
mnist 70K 784 11.15 28x28 images of handwritten digits.
corel 68K 32 1.04 Image dataset, with color histograms as features.
sensorless 59K 48 2.29 Dataset for sensorless drive diagnosis.
codrna 59K 8 1.13 Detection of non-coding RNAs.
shuttle 44K 9 0.62 Space shuttle flight sensors.
poker 25K 10 1.37 Poker hand dataset.
cadata 21K 8 0.62 California housing prices.

meaning that a large number of “far” points is the main source of density. Random sampling

has a good chance of seeing these “far” points, and therefore, tends to perform better on such

datasets. The top plots in Figure B.4 amplify these observations on synthetic datasets with highly

clustered/scattered structures. RS performs better for all datasets in the second and fourth columns

except for SVHN.
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Table B.3: Precomputatation time (in seconds) for clustering test.

n D HBE FigTree ASKIT

500K 1 192 2 113
50K 10 20 3 105
5K 100 16 16 105
500 1000 19 174 104
50 10000 39 1516 102
5 100000 334 0.3 101

Figure B.4: Visualizations of datasets. The top row shows two extreme cases of highly clustered (#
cluster=1) versus highly scattered (#cluster=100k) datasets. RS performs better for all datasets in
the second and fourth columns except for SVHN.



Appendix C

Supplementary material for ASAP

C.1 Analysis

C.1.1 Roughness Estimate

We start with a detailed derivation for Equation 5.5 in Section 5.2.2. Given the original time series

X : {x1, x2, ..., xN} (a weakly stationary process), and the smoothed series Y : {y1, y2, ..., yN�w}

obtained by applying a moving average of window size w, we want to show that:

roughness(Y ) =

p
2�

w

r
1�

N

N � w
ACF(X,w)

Note that in Equation 5.1, when the IID assumption does not hold, cov(Xf , Xl) 6= 0. The covariance

of discrete two random variables X,Y each with a set of N equal-probability values is defined as:

cov(X,Y ) =
1

N

NX

i=1

(xi � E(X))(yi � E(Y ))

And for a discrete process, given N equi-spaced observations of the process x1, x2, ..., xN , an estimate

of the autocorrelation function at lag k can be obtained by:

ACF(X,w) =

PN�w
i=1

(xi � x̄)(xi+w � x̄)
PN

i=1
(xi � x̄)2

Therefore, we can rewrite the autocorrelation function as:

ACF(X,w) =
(N � w)cov(Xf , Xl)

N�2
, or cov(Xf , Xl) =

N�2

N � w
ACF(X,w)

165
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Figure C.1: True roughness and percent error of roughness estimation (Equation 5.5) over window
sizes for dataset Temp. Estimate errors are within 1.2% of the true value across all window sizes.

Substituting cov(Xf , Xl) into (5.1), we obtain:

roughness(Y ) =
1

w

r
�2 + �2 � 2

N�2

N � w
ACF(X,w)

=

p
2�

w

r
1�

N

N � w
ACF(X,w)

We empirically evaluate the accuracy of the roughness estimation (Equation 5.5) on the Temp

dataset, and report the relative error in percent (Figure C.1). For this time series, the roughness

of the aggregated series drops sharply at window sizes around multiples of 6, which correspond to

the autocorrelation peaks. Furthermore, estimated roughness (via Equation 5.5) is within 1.2% of

the true value across all window sizes.

C.1.2 Impact of Pixel-aware Preaggregation

We first provide an analysis for the pixel-aware preaggregation strategy. Given a time series of

length N sampled from uniform distribution and a target resolution of t pixels, we have a point-to-

pixel ratio of pa = N
t . Let wopt be the window size that minimizes the roughness on the original

time series. Note that searching on preaggregated data is equivalent to only selecting window sizes

that are multiples of pa. Since roughness decreases and kurtosis increases with window size, the

optimal window size over the preaggregated data is wa = bwopt

pa

c, or wapa  wopt < (wa + 1)pa.

Therefore, wopt

wapa

< (wa+1)pa

wapa

= wa+1

wa

. Recall roughness scales proportionally with 1

w (Equation 5.2),

so preaggregation incurs a penalty of no more than wa+1

wa

in roughness. Intuitively, as optimal window

size increases, quality of preaggregation increases and in the limit, recovers the same solution as the

search over the original data. We have a similar analysis for periodic data (roughness varies with
1

w

p
1�ACF (w)). Let the autocorrelation corresponding to wopt be ACFopt, and let the maximum
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Figure C.2: Throughput of exhaustive search and ASAP on two datasets (machine temp, traf-
fic data), without and with pixel-aware preaggregation for a target resolution of 1200 pixels. ASAP
on preaggreaged data is up to 5 order of magnitude faster than exhaustive search on raw data.

Name Description
Exhaustive Exhaustive search on raw time series
ASAPno-agg ASAP on raw time series
Grid1 Exhaustive search on preaggregated data
Grid2 Exhaustive search with step size 2 on preaggregated data
Grid10 Exhaustive search with step size 10 on preaggregated data
Binary Binary search on preaggregated data
ASAP ASAP on preaggregated data

Table C.1: Descriptions of search strategies used in performance evaluations.

change in autocorrelation along a window of size pa be ACF�. Specifically, while wopt may be

able to pick an autocorrelation peak (i.e., a window size with high autocorrelation), searching on

preaggregated data may only come within pa of the peak. By examining the maximum rise of the

autocorrelation function over a period of length pa, we can bound the impact of roughness as above

by wa+1

wa

q
1�ACFopt+ACF�

1�ACFopt

. This implies that the impact of preaggregation on periodic data depends

on the sharpness of the autocorrelation function, which is in turn dataset-dependent. Our empirical

results confirm that both of these e↵ects are limited on real-world datasets.

In addition, we evaluate the preaggregation strategy’s impact on performance. Figure C.2 shows

the throughput of running exhaustive search and ASAP on two similar sized datasets (machine temp

and tra�c data), before and after applying the pixel-aware preaggregation. Table C.1 provides

details of the search strategies used in the evaluation. With a target resolution of 1200 pixels, ASAP

on aggregated series is up to 5 order of magnitude faster compared to an exhaustive search on the

original time series.
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C.2 Additional Results

C.2.1 Alternative Smoothing Functions

In ASAP, we deliberately choose simple moving average (SMA) as the smoothing function due to

its wide usage in monitoring dashboards. However, there are many smoothing functions for time

series data in the broader signal processing design space. Here, we perform a qualitative comparison

of moving average (SMA) with alternative smoothing functions including Fast Fourier transform,

Savitzky-Golay filter and the minmax aggregation. Specifically, we compare the achieved roughness

of di↵erent smoothing functions using the same parameter selection criteria (minimizing roughness

subject to kurtosis preservation).

We varied the window sizes for Savitzky-Golay and minmax filters, and varied the number

frequency components included in the reconstruction for FFTs. Specifically, SG1 approximates data

points in a window using a line while SG4 approximates using a polynomial of degree 4; FFT-low

reconstructs the signal by composing components in the order of increasing frequency while FFT-

dominant composes frequency components of decreasing power. Figure C.3 reports the achieved

roughness compared to SMA for each smoothing function and each dataset used in the user study.

Overall, we found that FFT-dominant and minmax result in high roughness: the former tend to keep

the dominant high frequencies in the original time series during reconstruction and the latter, by

definition, produces smoothed time series where consecutive points are maximized in distance in the

given window. FFT-low, SG1 and SG4, on the other hand, produce smoother plots and occasionally

outperform SMA in roughness. Figure C.3 presents all smoothed plots for visual comparison.

C.2.2 Sample Visualizations

Figure C.4 presents a subset of visualizations of raw and (ASAP-)smoothed time series for datasets

described in Table 5.2. Both exhaustive search and ASAP left the Twitter AAPL dataset un-

smoothed due to its high starting kurtosis (Figure C.4f).

Figure C.5 presents visualizations of the Temp dataset plotted using four popular monitoring

systems and plotting libraries: Excel, Prometheus, Tableau and Grafana. None of the above tools

automatically smooth time series to suppress noise.

...
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(a) Temp

(b) Taxi

(c) EEG

(d) Power

Figure C.3: Achieved roughness of FFT, Savitzky-Golay filter and Wiener filter over SMA.
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(a) sim daily (b) gas sensor

(c) ramp tra�c (d) machine temp

(e) tra�c data (f) Twitter AAPL

Figure C.4: Original and ASAP-smoothed plots. The twitter dataset is left unsmoothed by both
exhaustive search and ASAP due to its high initial kurtosis.
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Figure C.5: Sample visualizations for the Temp dataset using various existing time series visualiza-
tion tools; none automatically smoothes out the noise.
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[117] Philippe Flajolet, Éric Fusy, Olivier Gandouet, and Frédéric Meunier. Hyperloglog: the analy-

sis of a near-optimal cardinality estimation algorithm. In Discrete Mathematics and Theoretical

Computer Science, pages 137–156. Discrete Mathematics and Theoretical Computer Science,

2007.

[118] Cong Fu, Chao Xiang, Changxu Wang, and Deng Cai. Fast approximate nearest neighbor

search with the navigating spreading-out graph. PVLDB, 12(5):461–474, 2019.

[119] Tak-chung Fu. A review on time series data mining. Engineering Applications of Artificial

Intelligence, 24(1):164–181, 2011.

[120] Tak-chung Fu, Fu-lai Chung, Robert Luk, and Chak-man Ng. Representing financial time

series based on data point importance. Engineering Applications of Artificial Intelligence,

pages 277 – 300, 2008.

[121] Wayne A. Fuller. Probability Sampling from a Finite Universe, chapter 1, pages 1–93. John

Wiley & Sons, Ltd, 2009.

[122] Mélissa Gaillard and Stefania Pandolfi. Cern data centre passes the 200-petabyte milestone.(jul

2017). URL http://cds. cern. ch/record/2276551, 2017.

[123] Edward Gan and Peter Bailis. Scalable kernel density classification via threshold-based prun-

ing. In Proceedings of the 2017 ACM International Conference on Management of Data, pages

945–959. ACM, 2017.

[124] Edward Gan, Peter Bailis, and Moses Charikar. Coopstore: Optimizing precomputed sum-

maries for aggregation. PVLDB, 13(11):2174–2187, 2020.

https://github.com/falconn-lib/falconn
https://github.com/falconn-lib/falconn
https://github.com/stanford-futuredata/FAST


BIBLIOGRAPHY 181

[125] Ganglia Monitoring System. http://ganglia.info/.

[126] John S Garofolo. TIMIT acoustic phonetic continuous speech corpus. Linguistic Data Con-

sortium, 1993, 1993.

[127] Robert J. Geller and Charles S. Mueller. Four similar earthquakes in central california. Geo-

physical Research Letters, 7(10):821–824, 1980.

[128] Rainer Gemulla, Wolfgang Lehner, and Peter J Haas. Maintaining bernoulli samples over

evolving multisets. In Proceedings of the twenty-sixth ACM SIGMOD-SIGACT-SIGART Sym-

posium on Principles of Database Systems, pages 93–102, 2007.

[129] GeoNet. https://www.geonet.org.nz/data/tools/FDSN.

[130] Sanjay Ghemawat, Howard Gobio↵, and Shun-Tak Leung. The google file system. In Pro-

ceedings of the nineteenth ACM symposium on Operating systems principles, pages 29–43,

2003.

[131] Phillip B Gibbons and Yossi Matias. New sampling-based summary statistics for improving ap-

proximate query answers. In Proceedings of the 1998 ACM SIGMOD international conference

on Management of data, pages 331–342, 1998.

[132] Steven J. Gibbons and Frode Ringdal. The detection of low magnitude seismic events using

array-based waveform correlation. Geophysical Journal International, 165(1):149–166, 2006.

[133] Aristides Gionis, Piotr Indyk, and Rajeev Motwani. Similarity search in high dimensions via

hashing. In PVLDB, page 518–529, 1999.

[134] Lewis Girod, Kyle Jamieson, et al. Wavescope: a signal-oriented data stream management

system. In SenSys, pages 421–422, 2006.

[135] Graphite. https://graphiteapp.org/.

[136] Alexander G Gray and AndrewWMoore. N-body’problems in statistical learning. In Advances

in neural information processing systems, pages 521–527, 2001.

[137] Alexander G Gray and Andrew W Moore. Nonparametric density estimation: Toward com-

putational tractability. In Proceedings of the 2003 SIAM International Conference on Data

Mining, pages 203–211. SIAM, 2003.

[138] Leslie Greengard and Vladimir Rokhlin. A fast algorithm for particle simulations. Journal of

computational physics, 73(2):325–348, 1987.

[139] Michael Greenwald and Sanjeev Khanna. Space-e�cient online computation of quantile sum-

maries. ACM SIGMOD Record, 30(2):58–66, 2001.

http://ganglia.info/
https://www.geonet.org.nz/data/tools/FDSN
https://graphiteapp.org/


BIBLIOGRAPHY 182

[140] Yu Je↵rey Gu, Ahmet Okeler, Sean Contenti, Kenny Kocon, Luyi Shen, and Keith Brzak.

Broadband seismic array deployment and data analysis in Alberta. CSEG Recorder, September,

pages 37–44, 2009.

[141] B. GUTENBERG and C. F. RICHTER. Magnitude and energy of earthquakes. Annals of

Geophysics, 9(1):1–15, 1956.

[142] Peter J Haas and Joseph M Hellerstein. Ripple joins for online aggregation. ACM SIGMOD

Record, 28(2):287–298, 1999.

[143] Peter J. Haas and Christian König. A bi-level bernoulli scheme for database sampling. In

SIGMOD, pages 275–286, 2004.

[144] Kiana Hajebi, Yasin Abbasi-Yadkori, Hossein Shahbazi, and Hong Zhang. Fast approximate

nearest-neighbor search with k-nearest neighbor graph. In Twenty-Second International Joint

Conference on Artificial Intelligence, 2011.

[145] Alon Y Halevy. Answering queries using views: A survey. The VLDB Journal, 10(4):270–294,

2001.

[146] Alon Y Halevy. Answering queries using views: A survey. The VLDB Journal, 10(4):270–294,

2001.

[147] John M Hammersley and DC Handscomb. Percolation processes. In Monte Carlo Methods,

pages 134–141. Springer, 1964.

[148] Sangjin Han, Norbert Egi, Aurojit Panda, Sylvia Ratnasamy, Guangyu Shi, and Scott Shenker.

Network support for resource disaggregation in next-generation datacenters. In Proceedings of

the Twelfth ACM Workshop on Hot Topics in Networks, pages 1–7, 2013.

[149] Venky Harinarayan, Anand Rajaraman, and Je↵rey D Ullman. Implementing data cubes

e�ciently. Acm Sigmod Record, 25(2):205–216, 1996.

[150] Ben Harwood and Tom Drummond. Fanng: Fast approximate nearest neighbour graphs.

In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages

5713–5722, 2016.

[151] Joseph M Hellerstein, Peter J Haas, and Helen J Wang. Online aggregation. In Proceedings

of the 1997 ACM SIGMOD international conference on Management of data, pages 171–182,

1997.

[152] Joseph M Hellerstein, Peter J Haas, and Helen J Wang. Online aggregation. In Proceedings

of the 1997 ACM SIGMOD international conference on Management of data, pages 171–182,

1997.



BIBLIOGRAPHY 183

[153] Amina Helmi and P Tim de Zeeuw. Mapping the substructure in the galactic halo with the

next generation of astrometric satellites. Monthly Notices of the Royal Astronomical Society,

319(3):657–665, 2000.

[154] Robert Hendron and Cheryn Engebrecht. Building america research benchmark definition:

Updated december 2009, 2010.

[155] Alexander Hinneburg and Hans-Henning Gabriel. Denclue 2.0: Fast clustering based on kernel

density estimation. In Michael R. Berthold, John Shawe-Taylor, and Nada Lavrač, editors,
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Minhas, Per-Åke Larson, Donald Kossmann, and Rajeev Acharya. Qd-tree: Learning data

layouts for big data analytics. In SIGMOD, page 193–208, 2020.

[336] Efstratios Ydraios et al. Database cracking: towards auto-tunning database kernels. SIKS,

2010.

[337] Byoung-Kee Yi and Christos Faloutsos. Fast Time Sequence Indexing for Arbitrary Lp Norms.

VLDB, pages 385–394, 2000.

https://xgboost.readthedocs.io/en/latest/python/python_api.html
https://xgboost.readthedocs.io/en/latest/python/python_api.html


BIBLIOGRAPHY 197

[338] Clara Yoon, Karianne Bergen, Kexin Rong, Hashem Elezabi, William L Ellsworth, Gregory C

Beroza, Peter Bailis, and Philip Levis. Unsupervised large-scale search for similar earthquake

signals. Bulletin of the Seismological Society of America, 109(4):1451–1468, 2019.

[339] Erfan Zamanian, Carsten Binnig, and Abdallah Salama. Locality-aware partitioning in parallel

database systems. In SIGMOD, pages 17–30, 2015.

[340] Zhuoyue Zhao, Robert Christensen, Feifei Li, Xiao Hu, and Ke Yi. Random sampling over

joins revisited. In Proceedings of the 2018 International Conference on Management of Data,

pages 1525–1539, 2018.

[341] Denys Zhdanov. What’s new in graphite 1.1. https://archive.fosdem.org/2018/schedule/

event/whats_new_in_graphite_11/. FOSDEM 2018. Accessed September 5, 2020.

[342] Yan Zheng, Je↵rey Jestes, Je↵ M Phillips, and Feifei Li. Quality and e�ciency for kernel

density estimates in large data. In Proceedings of the 2013 ACM SIGMOD International

Conference on Management of Data, pages 433–444. ACM, 2013.

[343] Jingren Zhou, Nicolas Bruno, Ming-Chuan Wu, Per-Ake Larson, Ronnie Chaiken, and Darren

Shakib. Scope: parallel databases meet mapreduce. PVLDB, 21(5):611–636, 2012.

[344] Yunyue Zhu and Dennis Shasha. E�cient elastic burst detection in data streams. In KDD,

pages 336–345, 2003.

https://archive.fosdem.org/2018/schedule/event/whats_new_in_graphite_11/
https://archive.fosdem.org/2018/schedule/event/whats_new_in_graphite_11/

	Abstract
	Acknowledgments
	Introduction
	Dealing with Limited Computational Resources
	Dealing with Limited Analyst Attention
	Overview of Contributions
	Organization

	Background and Related Work
	Approximate Query Processing
	Sampling-based AQP
	Precomputation-based AQP

	Locality-Sensitive Hashing
	LSH for Nearest Neighbor Search
	LSH for Sampling

	Visualization Systems

	I Improving Computational Efficiency
	PS3: Approximate Query Processing with Partition Samples
	System Overview
	Design Considerations
	Supported Queries
	Inputs and Outputs
	Problem Statement

	Precomputation: Partition-level Summary Statistics
	Lightweight Sketches
	Summary Statistics as Features

	Query-time: Partition Picking
	Picker Overview
	Sample via Clustering
	Learned Importance-Style Sampling
	Outliers

	Evaluation
	Experimental Setup
	Macro-benchmarks
	Overheads
	Lesion Study
	Sensitivity Analysis

	Discussion
	Related Work
	Future Directions

	Conclusion

	HBE: Approximate Kernel Density Estimation with Hashing
	Preliminaries
	Multiplicative Approximation & Relative Variance
	Hashing-Based-Estimators (HBEs)
	HBE via Euclidean LSH

	Cost-based Optimizer
	Refined Bounds on Relative Variance
	Comparing Dataset Dependent Performance

	Query-time: Adaptive Sampling
	(,,)-regular Estimators
	Adaptive Mean Relaxation

	Precomputation: Reducing Overheads via Sketching
	Evaluation
	Experimental Setup
	Performance on Real and Synthetic Datasets
	Evaluation of the Cost-based Optimizer
	Evaluation of the Hashing-based Sketch

	Discussion
	Related Work
	Future Directions



	II Improving Human Efficiency
	ASAP: Automatic Smoothing in Time Series Visualization
	Overview and Problem Statement
	Architecture and Usage
	Problem Definition

	Implementation and Optimizations
	Strawperson Solution and IID Analysis
	Optimization: Autocorrelation-Based Pruning
	Optimization: Pixel-aware Preaggregation
	Optimization: Streaming ASAP

	Evaluation: User Study
	Anomaly Identification
	Visual Preferences
	Sensitivity Analysis

	Evaluation: Performance Analysis
	End-to-End Performance
	Impact of Optimizations

	Discussion
	Related Work
	Usage and Reflection

	Conclusion

	FASTer: End-to-end Earthquake Detection
	Background and Overview
	Background in Seismology
	System Overview

	Step One: Feature Transformation
	Fingerprint Overview
	Optimization: MAD via sampling

	Step Two: LSH-based Similarity Search
	Similarity Search Overview
	Optimization: Hash signature generation
	Optimization: Alleviating hash collisions
	Optimization: Partitioning
	Optimization: Domain-specific filters

	Step Three: Result Summarization
	Summarization Overview
	Implementation and Optimization

	Evaluation
	End-to-end Evaluation
	Effect of Domain-specific Optimizations
	Effect of System Parameters
	Comparison with Alternative Similarity Search Algorithms
	Comparison with Supervised Methods
	Qualitative Results

	Discussion
	Related Work
	Usage and Reflection



	Discussion and Future Directions
	Limitations
	Future Directions
	Improving Efficiency
	Improving Usability

	Closing Thoughts

	Supplementary material for PS3
	Implementation Details
	Clustering
	Training

	Variance Analysis
	Unbiased picker
	Partition-level v.s. Row-level Sampling


	Supplementary material for HBE
	Proofs
	Preliminaries
	Refined Variance bound
	Adaptive procedure
	Regular estimator for Gaussian Kernel

	Hashing-based Sketch
	Synthetic Benchmarks
	Additional Results
	Datasets
	Synthetic Experiment
	Visualizations of real-world data sets


	Supplementary material for ASAP
	Analysis
	Roughness Estimate
	Impact of Pixel-aware Preaggregation

	Additional Results
	Alternative Smoothing Functions
	Sample Visualizations


	Bibliography

