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ABSTRACT

Biased data can lead to unfair machine learning models, high-
lighting the importance of embedding fairness at the beginning
of data analysis, particularly during dataset curation and label-
ing. In response, we propose Falcon, a scalable fair active learn-
ing framework. Falcon adopts a data-centric approach that im-
proves machine learning model fairness via strategic sample se-
lection. Given a user-specified group fairness measure, Falcon
identifies samples from “target groups” (e.g., (attribute=female,
label=positive)) that are the most informative for improving
fairness. However, a challenge arises since these target groups are
defined using ground truth labels that are not available during sam-
ple selection. To handle this, we propose a novel trial-and-error
method, where we postpone using a sample if the predicted label is
different from the expected one and falls outside the target group.
We also observe the trade-off that selecting more informative sam-
ples results in higher likelihood of postponing due to undesired label
prediction, and the optimal balance varies per dataset. We capture
the trade-off between informativeness and postpone rate as policies
and propose to automatically select the best policy using adversarial
multi-armed bandit methods, given their computational efficiency
and theoretical guarantees. Experiments show that Falcon sig-
nificantly outperforms existing fair active learning approaches in
terms of fairness and accuracy and is more efficient. In particular,
only Falcon supports a proper trade-off between accuracy and
fairness where its maximum fairness score is 1.8–4.5x higher than
the second-best results.
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Figure 1: Fair active learning involves selecting samples that,

when labeled, would enhance the fairness of amachine learn-

ing model according to a specific group fairness measure.

1 INTRODUCTION

AI fairness is becoming essential as AI is widely used and needs to
be trustworthy. Critical applications of fairness include AI-based
hiring, AI-based judging, self-driving cars, and more. Recognizing
that biased data is often the source of unfairness or discrimination
in the downstream machine learning model, this work adopts a
data-centric approach to improve fairness, as supported by previous
studies [30, 40, 66, 68]. Specifically, the data-centric approach miti-
gates unfairness in machine learning models by improving dataset
curation and labeling, rather than improving model training.

Manual data labeling in supervised learning is an expensive pro-
cess, so active learning frameworks [1, 29, 39, 48, 51–54] have been
introduced to reduce the cost of data annotation. Traditional ac-
tive learning focuses on selecting samples that lead to a maximal
increase in model accuracy under a fixed labeling budget. This pro-
cess of sample selection could worsen model fairness if not done
carefully. For example, suppose there are two demographic groups
men and women where it is desirable to have similar model accura-
cies for fairness, but women are currently under-represented. If no
women samples are included during active learning, the accuracy
disparities across groups might worsen as a result of data labeling.
This scenario highlights the importance of incorporating fairness
constraints during active learning to mitigate potential biases in
the resulting model.

However, adding a fairness objective to the active learning frame-
work is challenging for two reasons. First, while conventional fair-
ness techniques can improve fairness by balancing training samples
from different data subgroups [31, 32, 45, 46, 67], this labeled data
is not available in the active learning setting. Hence, it is difficult
to decide which samples are beneficial for fairness. Using pseudo-
labels does not work well since active learning prioritizes uncertain
samples, which tend to have inaccurate pseudo-labels. Second, as
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observed in prior works [19, 41, 46, 69], the fairness objective is
sometimes at odds with the accuracy objectives unless we are in
ideal circumstances [23]. For example, if fairness means having the
same positive prediction rates among two ethnic groups (referred to
as demographic parity [26]), then a perfectly-accurate classifier will
not guarantee the same positive prediction rates if one ethnic group
has positive samples more frequently than the other. The trade-off
between accuracy and fairness is increasingly becoming a critical
decision to make in practice. For example, an IT company recently
scrapped its AI recruiting tool when it discriminated women [21].
The problem was biased data where the majority of previous hires
were men. A solution is to balance accuracy and fairness to reflect
the increase of women in the workforce and ensure an unbiased
evaluation, which may ultimately benefit the company.

In this work, we propose a fair active learning framework, Fal-
con, which accepts a group fairness measure and automatically
learns policies for selecting samples that improve the fairness the
most. A user can first specify custom or well-known group fairness
measures [12] including the prominent measures demographic par-
ity [26], equalized odds [28], equal opportunity [28], predictive par-
ity [20], and equalized error rate [59]. Given the measure, Falcon
identifies “target groups” defined using sensitive attribute values
and labels. Falcon prioritizes getting labels for samples from the
target groups to improve the trained model’s accuracy for that
group, which in turn improves the overall fairness. As a running
example, suppose that we use demographic parity as the fairness
measure, where it is desirable to have similar positive prediction
rates across demographic groups (e.g., men versus women). Sup-
pose that the female group has a lower positive prediction rate
at the moment. Note that the target group that requires more la-
bels might change over the course of the training as we acquire
more labels. Falcon would attempt to get more samples from the
target group (attribute=female, label=positive) to improve
the positive prediction rate. We can generalize this approach to find
target groups for any group fairness measure specified by the user.

To address the first challenge of identifying target groups in
fair active learning when ground truth labels are not available,
Falcon proposes a trial-and-error method for handling unknown
labels efficiently. Instead of solely relying on traditional active
learning measures like entropy or confidence that determine a
sample’s informativeness by its proximity to the decision boundary,
Falcon adds a fairness objective to select samples from specific
groups (e.g., the (attribute=female, label=positive) group).
However without ground truth labels, we can not always identify
samples in the target group. Our key observation is that adding
more labels does not necessarily lead to improved fairness, and it is
better to delay using samples that would negatively impact fairness.
We thus use a trial-and-error approach where we select samples in
a sensitive group to label, but delay using them in model training
if they have undesired labels for that group. For example, Falcon
selects an informative sample in the female group to label, but only
includes it in model training if it has a positive label since adding
negative labels in the female group worsens demographic parity.

In order to find the most informative samples for fairness, we
introduce a policy selection framework on top of the trial-and-
error method to optimize model fairness. Specifically, we observe
that the more informative samples are, the more likely they are

postponed due to undesired label predictions. We capture how
aggressively we should select informative samples using a policy,
and our solution is to learn the optimal policy using a multi-armed
bandit (MAB) approach based on the rewards in terms of improved
fairness. However, the policies are not independent of each other,
and the rewards also vary as we label more data. As a result, the
ideal policy depends on the dataset and the stage of the labeling
process. In order to handle this complicated scenario, Falcon uses
adversarial MAB methods to dynamically select the best sampling
policy. Adversarial MABs provide a principled approach to selecting
amongst competing strategies that share a limited set of resources
and have strong theoretical bounds of regret. To further improve
stability and performance, Falcon rewards the nearest policies to
the chosen one, ensuring that the unknown best policy still receives
rewards, even if it is not directly selected.

To address the second challenge of balancing accuracy and fair-
ness objectives, we extend Falcon to improve accuracy by com-
bining it with traditional active learning techniques where fair and
accurate labeling are alternated probabilistically. Our approach does
not require any modifications for other active learning methods
and effectively controls an accuracy-fairness trade-off, as we show
in the experiments. When there is no ambiguity, we refer to the
combined version as Falcon as well.

In our experiments, we show that Falcon significantly outper-
forms various fair active learning baselines on real datasets in terms
of model fairness and accuracy and is faster.

We summarize our contributions as follows:
• We propose Falcon, a fair active learning framework that selects

samples to improve fairness and accuracy. Falcon (1) uses a
novel labeling strategy where it first selects subgroups to label
and handles unknown ground truth labels using a trial-and-error
strategy; (2) automatically selects the best sampling policy using
adversarial MABs; and (3) balances fairness and accuracy by
alternating its selection with traditional active learning.

• Falcon is efficient by using MABs and requires much fewer
model trainings than other fair active learning approaches.

• We empirically show that Falcon drastically outperforms fair
active learning baselines w.r.t. fairness and accuracy and is faster.

2 BACKGROUND AND OVERVIEW

We focus on an active learning scenario where the labeling budget
is limited, and we would like to improve both fairness and accuracy.
We target any application where there are not enough labels and
discrimination is a potential problem. In the following sections, we
explain preliminaries (Section 2.1), define our problem (Section 2.2),
and provide an overview of Falcon (Section 2.3). We focus on
improving fairness for now and later discuss how to also improve
accuracy in Section 5.

2.1 Preliminaries

In this work, we focus on a binary classification setting and assume
a training dataset 𝐷𝑡𝑟𝑎𝑖𝑛 = {𝑥𝑖 , 𝑧𝑖 , 𝑦𝑖 }𝑛𝑖=1 where 𝑥𝑖 is a training
sample, 𝑧𝑖 ∈ Z is a sensitive attribute (e.g., gender), and𝑦𝑖 is its label
having a value of 0 or 1. We also denote the unlabeled, validation,
and test datasets as 𝐷𝑢𝑛 , 𝐷𝑣𝑎𝑙 , and 𝐷𝑡𝑒𝑠𝑡 , respectively. A classifier ℎ
is trained on 𝐷𝑡𝑟𝑎𝑖𝑛 , and its prediction on a test sample is �̂� ∈ {0, 1}.
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Group fairness definitions. To illustrate the fairness issues we
aim to address, we begin by defining group fairness. Group fairness
ensures that a trained model ℎ has equal or similar statistics across
different sensitive groups. Here we list five representative fairness
measures [62] as follows:
• Demographic Parity (DP) [26] is satisfied if a trained model has

an equal positive prediction rate across sensitive groups.

∀𝑧𝑖 , 𝑧 𝑗 ∈ Z, 𝑝 (�̂� = 1|𝑧𝑖 ) ≃ 𝑝 (�̂� = 1|𝑧 𝑗 ) (1)

• Equalized Odds (ED) [28] is satisfied if a trained model has an
equal accuracy across sensitive groups conditioned on the true
label y ∈ {0, 1}, i.e., having equal false positive rate (FPR) and
false negative rate (FNR).

∀𝑧𝑖 , 𝑧 𝑗 ∈ Z, y ∈ {0, 1}, 𝑝 (�̂� = 1|𝑦 = y, 𝑧𝑖 ) ≃ 𝑝 (�̂� = 1|𝑦 = y, 𝑧 𝑗 ) (2)

• Equal Opportunity (EO) [28] is a relaxed version of ED that only
consider conditioning on 𝑦 = 1, i.e., having equal FNR.

∀𝑧𝑖 , 𝑧 𝑗 ∈ Z, 𝑝 (�̂� = 1|𝑦 = 1, 𝑧𝑖 ) ≃ 𝑝 (�̂� = 1|𝑦 = 1, 𝑧 𝑗 ) (3)

• Predictive Parity (PP) [20] is satisfied if a trained model has an
equal probability of having positive labels across sensitive groups
conditioned on the model prediction ŷ ∈ {0, 1}, i.e., having equal
false omission rate (FOR) and false discovery rate (FDR).

∀𝑧𝑖 , 𝑧 𝑗 ∈ Z, ŷ ∈ {0, 1}, 𝑝 (𝑦 = 1|�̂� = ŷ, 𝑧𝑖 ) ≃ 𝑝 (𝑦 = 1|�̂� = ŷ, 𝑧 𝑗 ) (4)

• Equalized Error Rate (EER) [59] is satisfied if a trained model has
an equal classification error rate across sensitive groups.

∀𝑧𝑖 , 𝑧 𝑗 ∈ Z, 𝑝 (�̂� ≠ 𝑦 |𝑧𝑖 ) ≃ 𝑝 (�̂� ≠ 𝑦 |𝑧 𝑗 ) (5)

To evaluate the fairness of the trained model ℎ, we define a
fairness score as one minus the maximum fairness disparity [15]
between any two sensitive groups on the unseen test set. In the
extreme case, a fairness score of 1 indicates that the classifier is
perfectly fair according to the given fairness measure.

Active learning. The goal of active learning (AL) is to mini-
mally label samples while maximizing model accuracy. A stan-
dard approach in AL is to choose samples that have the lowest
confidence or highest entropy. Intuitively, we would like the la-
beler to label the most challenging samples. Within AL research,
there are several approaches on how to evaluate each sample:
uncertainty-based [47, 55, 64], diversity-based [42, 50], and hy-
brid approaches [8, 24]. In comparison, fair active learning adds
one more dimension of difficulty where we would like to also select
samples that improve fairness. As a default, we assume batch active
learning where a set of samples are selected for labeling.

Informativeness for Fairness. In traditional AL, one representa-
tive approach is to consider uncertain samples as informative, and
choosing such samples improves overall accuracy themost. Informa-
tiveness is estimated using entropy or confidence. In our work, we
define an analogous notion of informativeness for fairness. It is well-
known that prominent group fairness measures can be expressed as
a sum of the subgroup accuracies, where a subgroup is defined using
a label and a sensitive attribute [46, 67] like (attribute=female,
label=positive) (details are in Section 3.1). Based on this key
insight, we define a sample to be informative for fairness if it can
improve the accuracy of specific subgroups. However, estimating
this information score accurately is challenging due to the lack of

labels in unlabeled data. To address this problem, we propose a
novel data-driven technique for identifying the most informative
samples for fairness in Section 3.2.

2.2 Problem Definition

Our goal is to select samples to label for the purpose of improving
fairness of a trained model. Given an unlabeled dataset 𝐷𝑢𝑛 , a
train dataset 𝐷𝑡𝑟𝑎𝑖𝑛 , a validation set 𝐷𝑣𝑎𝑙 , a loss function 𝑙𝜃 , a
group fairness measure 𝐹 (𝜃, 𝐷) that measures fairness when using
the model parameters 𝜃 on the dataset 𝐷 , a labeling process 𝐻
that receives unlabeled data and returns labeled data (e.g., human
labeling), and a labeling budget 𝑏 at every round with a total budget
of 𝐵, fair active learning (fair AL) solves the following optimization
problem at each round of labeling:

argmax
𝑆⊆𝐷𝑢𝑛

𝐹 (argmin
𝜃

𝑙𝜃 (𝐷𝑡𝑟𝑎𝑖𝑛 ∪ 𝐻 (𝑆)), 𝐷𝑣𝑎𝑙 )

s.t. |𝑆 | ≤ 𝑏.

Here, in each step, we want to find a set 𝑆 with at most 𝑏 samples,
such that, after labeling 𝑆 and adding them to the current training
data, the model trained on this training data would achieve the
highest fairness on the validation set.

In Section 5, we describe how to extend the above problem for-
mulation to jointly optimize accuracy and fairness by combining
our approach with traditional AL methods.

2.3 Falcon Overview

Figure 2 gives an overview of the Falcon framework. As an input,
the user provides a group fairness measure. Then Falcon deter-
mines which “target” groups of samples need to be labeled first.
This approach is more general than class imbalance works with
fixed minority groups where the minority groups themselves may
become majority groups as samples are labeled for the minority
group. When selecting samples for a specific group, the selection
itself may be undesired due to the lack of labels, so Falcon learns
the right policy to select samples that are informative and yet are
not likely to end up having undesired labels. Finally, we extend
Falcon with traditional AL methods to improve model accuracy.
When there is no ambiguity, we refer to the extended version as
Falcon as well.

In the following sections, we introduce an effective trial-and-
error labeling strategy (Section 3), propose automatic policy search-
ing methods (Section 4), and present Falcon’s algorithm (Section 5).

3 TRIAL-AND–ERROR LABELING STRATEGY

We discuss Falcon’s labeling strategy to improve fairness where it
first selects subgroups to label (Section 3.1) and handles unknown
ground truth labels using a trial-and-error approach (Section 3.2).

3.1 Subgroup Labeling to Improve Fairness

Our key strategy for improving fairness is to increase the labeling
of specific subgroups of the data. We take inspiration from the
minibatch selection approaches OmniFair [67] and FairBatch [46],
which adjust subgroup sampling ratios within a minibatch to im-
prove fairness.
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Figure 2: Overview of Falcon workflow.

For illustration purposes, we assume two sensitive groups (i.e.,
Z = {0, 1}) for now, and discuss extensions to multiple sensitive
groups later. Suppose the fairness metric is EO, which requires the
trained model to have similar accuracies on two sensitive groups
for positive samples. Suppose that one of the groups currently
has a lower accuracy than the other and is thus underrepresented.
Then providing more samples to the underrepresented group can
enhance the model’s performance on that group because the model
assigns more weight to the underrepresented group samples when
optimizing its objective function, naturally boosting accuracy.

Using an analysis in FairBatch [46], optimizing for EO can be
formulated as a quasi-convex optimization problem, which intu-
itively means that increasing the underrepresented group’s samples
first improves EO and then does not from some point. This setup
justifies the approach of increasing the labeling of a subgroup if it
is underrepresented.

The subgroup decomposition analysis can extend to other pop-
ular group fairness metrics beyond EO. OmniFair [67] proposed
a similar reweighting solution to improve group fairness as well.
Based on this key observation, we can identify the target subgroups
that need to be labeled in order to improve target fairness. We
explain the subgroups to target when the fairness measures are DP
and EO. The analysis for other group fairness metrics can be found
in our technical report [60].

Example 1. Target Subgroups for DP. For DP (Equation 1), let

us assume that 𝑝 (�̂� = 1|𝑧 = 0) < 𝑝 (�̂� = 1|𝑧 = 1) without loss of
generality. We also know that

𝑝 (�̂� = 1) = 𝑝 (𝑦 = 1, �̂� = 1) + 𝑝 (𝑦 = 0, �̂� = 1)
= 𝑝 (𝑦 = 1)𝑝 (�̂� = 1|𝑦 = 1) + 𝑝 (𝑦 = 0)𝑝 (�̂� = 1|𝑦 = 0)
= 𝑝 (𝑦 = 1)𝑝 (�̂� = 1|𝑦 = 1) + 𝑝 (𝑦 = 0) (1 − 𝑝 (�̂� = 0|𝑦 = 0)) .

Then 𝑝 (�̂� = 1|𝑧 = 0) < 𝑝 (�̂� = 1|𝑧 = 1) can be rewritten as

𝑝 (𝑦 = 1|𝑧 = 0)𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 0)+
𝑝 (𝑦 = 0|𝑧 = 0) (1 − 𝑝 (�̂� = 0|𝑦 = 0, 𝑧 = 0)) <
𝑝 (𝑦 = 1|𝑧 = 0)𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 1)+
𝑝 (𝑦 = 0|𝑧 = 1) (1 − 𝑝 (�̂� = 0|𝑦 = 0, 𝑧 = 1)).

Hence, we can see that improving 𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 0) results in
increasing 𝑝 (�̂� = 1|𝑧 = 0), while improving 𝑝 (�̂� = 0|𝑦 = 0, 𝑧 = 1)

Table 1: Target subgroups for each group fairness measure

when a sensitive group 𝑧∗ ∈ {0, 1} has a lower fairness value.

Metric Target Subgroups (y, z)

DP (1, 𝑧∗ ) or (0, 1 − 𝑧∗ )

EO (1, 𝑧∗ )

ED (0, 1 − 𝑧∗ ) , if FPR gap ≥ FNR gap
(1, 𝑧∗ ) , otherwise

PP (0, 1 − 𝑧∗ ) or (1, 1 − 𝑧∗ ) , if FOR gap ≥ FDR gap
(0, 𝑧∗ ) or (1, 𝑧∗ ) , otherwise

EER (0, 1 − 𝑧∗ ) or (1, 1 − 𝑧∗ )

results in decreasing 𝑝 (�̂� = 1|𝑧 = 1). Both strategies can reduce the

disparity, so (𝑦 = 1, 𝑧 = 0) and (𝑦 = 0, 𝑧 = 1) subgroups should be

targeted for additional labeling to improve the DP score.

Example 2. Target Subgroups for EO. For EO (Equation 3), the

goal is to close the gap between 𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 0) and 𝑝 (�̂� =

1|𝑦 = 1, 𝑧 = 1). Let us assume that the first term is smaller. Then,

improving 𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 0) directly improves fairness.

Table 1 provides a summary of the target subgroups for each
fairness measure when a sensitive group 𝑧∗ ∈ {0, 1} has a lower
fairness value. For example, for DP, the target groups are (1, 𝑧∗) or
(0, 1− 𝑧∗) when 𝑝 (�̂� = 1|𝑧 = 𝑧∗) < 𝑝 (�̂� = 1|𝑧 = 1− 𝑧∗). For ED and
PP, the target groups are determined by the subgroups that have a
larger disparity gap.

Other Fairness Measures. In addition to the group fairness mea-
sures in Table 1, Falcon can support any group fairness measure
that can be expressed as the subgroup accuracies. Similar to the
previous examples, one can identify the target groups that have low
fairness values and then perform more labeling on those groups.

Dynamic Target Group Selection. As we continue labeling data,
the groups requiring more labels might change. This is a key differ-
ence from existing works that only focus on solving class imbalance,
where the underrepresented group is fixed and contains fewer sam-
ples. Another complication arises from the inter-group influence,
where labeling certain groups might positively or negatively im-
pact the accuracy of other groups. The direction of this influence
depends on the data; similar groups might positively affect each
other, while different ones may have a negative impact. Although
we don’t model this influence directly, it justifies our strategy of
dynamically selecting the appropriate groups to improve.

A key challenge is that ground truth labels are not available in an
AL setting, making it difficult to determine whether an unlabeled
sample belongs to the target groups. In the next section, we propose
a simple yet effective solution, which explicitly labels samples and
then uses only those with the label of interest.

3.2 Handling Unknown Ground Truth

The problem now shifts to selecting samples from the target groups
when the labels are unavailable. A naïve approach for handling
this issue is to generate pseudo labels [37] using model predictions
and prioritize samples with higher informativeness. If the pseudo
labels are perfect, then there would be no need to be concerned
about using those samples at all. However, there is a fundamental
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limit to their correctness if they are informative for the trained
model. Indeed, only samples with high confidence are likely to
obtain correct pseudo labels.

Our solution is to select samples that are likely to be informative
and label them, but postpone using them for training when they
turn out to have undesirable labels. We refer to this strategy as trial-
and-error labeling. This approach may sound counter-intuitive
at first, given labeling is an expensive process. However, using
samples with undesired labels can negatively affect fairness, so
it is better not to use samples with undesired labels immediately.
Later on, if we actually need these labels to further improve fairness
or accuracy, we can use them. Here we show how trial-and-error
labeling improves fairness when using DP and EO.

Example 3. Trial-and-error labeling for DP. Continuing from

Example 1 where 𝑝 (�̂� = 1|𝑧 = 0) < 𝑝 (�̂� = 1|𝑧 = 1), we should obtain
samples from (𝑦 = 1, 𝑧 = 0) or (𝑦 = 0, 𝑧 = 1) to improve DP. However,

some samples can potentially be acquired from (𝑦 = 0, 𝑧 = 0) or
(𝑦 = 1, 𝑧 = 1) with undesired labels. These samples directly worsen

the DP gap by decreasing 𝑝 (�̂� = 1|𝑧 = 0) or increasing 𝑝 (�̂� = 1|𝑧 = 1).
Hence, it is important to postpone using them to improve fairness.

Example 4. Trial-and-error labeling for EO. Continuing from

Example 2, suppose the targeted group is set to (𝑦 = 1, 𝑧 = 0) to
address the EO disparity, assuming that 𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 0) <
𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 1). In this case, we can possibly obtain data from

the (𝑦 = 0, 𝑧 = 0) subgroup, which improves 𝑝 (�̂� = 0|𝑦 = 0, 𝑧 = 0).
Although training a model on these samples does not directly decrease

𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 0), more training samples from (𝑦 = 1, 𝑧 = 0)
can lead to overfitting the model’s predictions for the (𝑧 = 0) data
towards �̂� = 0. As a result, there can be an “indirect” decrease in

𝑝 (�̂� = 1|𝑦 = 1, 𝑧 = 0) in the end. Hence, it is also better to delay the

usage of these samples to improve fairness.

Informativeness for Fairness. The remaining question is which
sample is the most “informative for fairness” when utilizing trial-
and-error labeling. That is, the target sample should improve the
specific subgroup’s accuracy the most (and thus improve the overall
fairness the most) and also have the label of interest.

Informativeness can be measured in several ways, and we first
propose a simple solution based on an information theoretic ap-
proach using Shannon’s entropy [55]. The information obtained by
a sample labeled as 𝑥 , 𝐼𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑥), can be expressed as follows:

𝐼𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑥) = 𝑝 (+|𝑥) log
1

𝑝 (+|𝑥) + (1 − 𝑝 (+|𝑥)) log 1
1 − 𝑝 (+|𝑥)

where 𝑝 (+|𝑥) = 𝑝 (�̂� = 1|𝑥) is the predicted probability of the
sample 𝑥 being labeled as 1 by the trained model. The first term
means the expected information score when 𝑥 is labeled 1, and the
second term means the expected information score when the label
is 0. 𝐼𝑒𝑛𝑡𝑟𝑜𝑝𝑦 is maximized when 𝑝 (+|𝑥) = 0.5.

Entropy is typically used to identify a sample that can improve
overall accuracy, but it can also be adapted to improve fairness using
the trial-and-error labeling strategy. Consider the example where
the target subgroup is (attribute=female, label=positive).
In this case, we first select a sample that has the closest 𝑝 (+|𝑥)
value to 0.5 from the (attribute=female) group. We then include
this sample in the training set only if its true label is positive. If
there are multiple target groups like DP, we randomly select one
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Figure 3: Comparing trial-and-error approach with the base-

lines on the TravelTime [22] and Employ [22] datasets where

the target fairness is demographic parity (DP). Only the trial-

and-error solution actually improves the DP score.

of these groups for each iteration and apply the same approach. In
Section 4.1, we generalize the notion of selecting samples with a
desired label value as a policy to capture how much “risk” we are
willing to make for finding samples with desired labels.

We now show that this simple trial-and-error approach sur-
prisingly outperforms all fair AL baselines including two state-of-
the-art algorithms FAL [6] and 𝐷-𝐹𝐴2𝐿 [17]. We train a logistic
regression model on two fairness datasets, TravelTime [22] and
Employ [22]. For the FAL and 𝐷-𝐹𝐴2𝐿 algorithms, we tune their
hyperparameters to achieve the highest fairness score. Figure 3
shows the fairness results where the target fairness metric is DP.
The x-axis is the labeling budget where 10 samples are selected for
labeling in each iteration, and the y-axis is the fairness score on the
test set. As a result, our simple solution significantly outperforms all
the baselines and actually improves fairness while other baselines
are not as effective, as we detail in Section 6.2. This result clearly
demonstrates the importance of postponing undesired samples for
improving fairness. For the TravelTime experiment in Figure 3a, it
even delays about 2,900 samples out of the 4,000 labeling budget.

Trade-off between Informativeness and Postpone Rate. While the
simple trial-and-error solution is effective, it is not general because
it selects samples whose 𝑝 (+|𝑥) is closest to a fixed threshold of
0.5. However, the bigger picture is that there are two competing
factors: the more informative a sample is for improving the target
group’s accuracy, the less likely it has the target label. So depending
on how we set this threshold, there is a trade-off between sample
informativeness and postpone rate.

Consider the example in Figure 4 where the training data is
divided into two groups by their classes, which are either positive
or negative. Suppose we want to reduce the accuracy gap between
the groups for fairness where the positive class has fewer samples
and lower accuracy. Hence, we set the positive class as the target
group. The goal is to select a sample from the target group that
can effectively shift the decision boundary towards the negative
class, which improves the accuracy of the positive class and thus
the overall fairness. Comparing the unlabeled samples 𝐴 and 𝐵, 𝐴
has a larger impact on the decision boundary if it turns out to have
a positive label and thus more informative, but also has a higher
chance to be labeled negatively.

The remaining challenge is how to balance the informativeness
of the selected samples and the risk of finding undesired labels,
which we cover in the next section.
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labeled and is thusmore informative.However,𝐴 is less likely

to have the desired target label, leading to a higher postpone

rate. It is non-trivial to balance between these two factors.

4 AUTOMATIC POLICY SEARCHING

We now discuss how to find a desirable policy that balances infor-
mativeness and postpone rate. Ideally, we would like to analytically
estimate the informativeness and postpone rate, but this is just as
hard as determining the labels themselves. A more practical solu-
tion, therefore, is to utilize a data-driven method to identify the
most effective policy. In this section, we introduce a multi-armed
bandit based solution for selecting the best policy.

4.1 Policies for Sample Selection

Depending on the relative importance we assign to selecting in-
formative samples versus samples with desirable labels, we can
have different policies for sample selection. The more “risk” we are
willing to take for finding an informative sample, the less likely it
has the desired label. For each target group, we capture this risk
taking as a policy, which is defined as follows:

Definition 1. Policy. Given a target group (𝑦, 𝑧) and a level of
risk-taking 𝑐 , a policy 𝑟 = 𝑐 selects a sample 𝑥 from the 𝑧 group whose

predicted probability for the label 𝑦, 𝑝 (�̂� = 𝑦 |𝑥), is closest to 1 − 𝑐 .
For example, EO has one target group (e.g., (attribute=female,

label=positive)), and we can use a policy set like [𝑟 = 0.3, 𝑟 =

0.5, 𝑟 = 0.7], where 𝑟 = 0.7 is a most risk-taking policy and selects
a female sample whose predicted probability for a positive label
is closest to 0.3. If we use DP, there are two target groups (e.g.,
(attribute=female, label=positive) and (attribute= male,
label=negative)), so we consider twice the number of policies,
e.g., [𝑟 = 0.3, 𝑟 = 0.5, 𝑟 = 0.7] for each target group.

Choosing the right policy is non-trivial because the decision
boundary may shift as more samples get labeled, which means
the most effective policy may change as well. Furthermore, this
outcome varies by dataset. To demonstrate these points, we com-
pare the performances of individual policies using a policy set of
[𝑟 = 0.3, 𝑟 = 0.5, 𝑟 = 0.7] per target group. Figure 5 shows the
fairness results on the TravelTime and Employ datasets where the
target fairness is DP. For simplicity, we denote the 𝑖𝑡ℎ target sub-
group for TravelTime and Employ as 𝑇𝑖 and 𝐸𝑖 , respectively. As
a result, no single policy is always the best, and the best policy
sometimes changes as we label more samples. For example, on
the TravelTime dataset, 𝑟 = 0.5 for the target group 𝑇1 performs
well at the early stages, but as more samples are labeled, 𝑟 = 0.7
starts to perform better (Figure 5a). In comparison, 𝑟 = 0.5 for 𝐸2
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Figure 5: Policy comparison using the TravelTime and Em-

ploy datasets where the 𝑖𝑡ℎ target groups are denoted as 𝑇𝑖
and 𝐸𝑖 , respectively. DP fairness is used. The best policy de-

pends on the dataset and how much labeling has been done.

consistently performs the best for Employ (Figure 5b). Another
observation is that there is a significant difference in fairness im-
provement between the target groups. For both datasets, even the
worst policy in the best target group outperforms the best policy
in the other group. Hence, we cannot rely on a fixed strategy for
finding the best policy and need an adaptive approach instead.

Our solution is to use a multi-armed bandit (MAB) approach,
which balances exploration and exploitation to find the optimal
policy based on the rewards in terms of improved fairness. We
discuss details of the MAB-based approach in the next section.

4.2 Adversarial MAB for Policy Search

We utilize and extend existing multi-armed bandit (MAB) tech-
niques to choose the best policy based on previous rewards. Using
an MAB is a standard approach for allocating limited resources to
competing choices (i.e., pulling arms) when the resulting rewards
are only partially known [63]. In our setup, the competing choices
are selecting the right policies where the reward is the fairness
improvement, and the labeling effort is the limited resource. The
key challenge is to balance exploration and exploitation where too
much exploration of choices may lead to not utilizing the knowl-
edge we already have, while too much exploitation may lead to
missing opportunities of discovering better choices.

In particular, we use adversarial MABs [10, 14], which do not
make assumptions about the reward distribution and only make
choices to pull arms based on rewards. Traditional MABs [9] assume
that the rewards follow a fixed and time-invariant distribution
and provide theoretical bounds on regret, which is the expected
difference between the sum of rewards in an optimal offline strategy
versus the actual rewards obtained. In our setup, however, the
fairness improvement changes as we label more samples, as shown
in Figure 5. That is, the reward function does not follow statistical
assumptions anymore. In addition, choosing one policy may have
unpredictable effects on the rewards of using other policies. The
reason is that using a policy results in actual data labeling, which
improves the fairness of the current model and influences which
samples to label for any other policy in the future. More specialized
MABs like rotting bandits [38] make the assumption that rewards
are independent and always decreasing, but this does not hold in our
setup either. For example, if one subgroup is targeted and labeled
more, then another subgroup’s accuracy may actually decrease due
to the influence. Then the next reward of the second subgroup
can actually increase, as there is more opportunity to improve
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fairness. Since adversarial MABs make no assumption about the
rewards, their behaviors are more conservative while having strong
theoretical guarantees on regret bounds in the adversarial setup.

Although Falcon can be paired with any adversarial MAB, we
choose the EXP3 [10] algorithm, which achieves an expected regret
of 𝑂 (

√
𝐾𝑇𝑙𝑛𝐾) where 𝐾 is the number of arms and 𝑇 is the time

horizon. Our choice is based on the fact that EXP3 is a representa-
tive method whose empirical performance is no worse than more
recent MABs, which yield the same regret bounds with a smaller
variance (referred to as high probability regret bound), as we detail
in Section 6.8. Algorithm 1 shows how EXP3 learns the optimal
policy for given rewards. At each time step, EXP3 chooses an arm
according to the selection probability (Lines 3–4). This probability
is a combination of the uniform distribution and another distribu-
tion that assigns probabilities to each action proportional to the
exponential of the cumulative rewards for that action. Since some
arms may later be useful, mixing in the uniform distribution en-
sures that the algorithm keeps on giving each arm a chance to be
selected. In addition, the estimated gain is calculated by dividing
the actual gain by the selection probability, which compensates for
the reward of actions that are unlikely to be chosen (Line 7). EXP3
then updates the policies based on the rewards (Line 8) and repeats
these steps for 𝑇 iterations. Here the only assumption is that the
reward value should be within the range of [0, 1] (Line 5).

For example, consider two policies 𝑃1 and 𝑃2, where 𝑃1 initially
yields high rewards, while 𝑃2 starts with very low rewards but
becomes more beneficial in later iterations. EXP3 begins increasing
the probability of selecting 𝑃1 but within a certain bound, mixing
its probability with a uniform distribution. As a result, EXP3 still
offers 𝑃2 a chance to be chosen in later phases and will adapt the
selection probabilities to changing rewards.

Efficiency. One advantage of the MAB-based approach is its high
efficiency, as updating the MAB does not require model training. In
contrast, other baselines need multiple model trainings for sample
selection, which is not as efficient as Falcon (see Section 6.3).

4.3 Reward Design

The choice of the reward signal directly impacts the quality of MAB.
We define the reward as the fairness improvement on the validation
set. However, there are largely two challenges with the reward.

First, the reward obtained after labeling a few samples is usually
very small, which has a negligible impact on updating policies.
Hence, we propose a simple solution where we allocate the first 𝐿
iterations to run the algorithm and then use the initial rewards to
normalize the upcoming reward values. This normalization ensures
that the reward has a more significant impact on updating the
selection probabilities while still being within the [0, 1] range.

In addition, pulling one arm improves the fairness of the current
model, but potentially limits the chances for other policies to be up-
dated. The reason is that the total budget is limited, and the fairness
improvement decreases as we label more data. If one sub-optimal
policy is picked by chance in the early stages and receives a reason-
able reward, the MAB may continue selecting that policy instead
of searching for the optimal one. The dependency between policies
makes it more challenging for the EXP3 algorithm to identify the
best policy if it is not chosen sufficiently in previous iterations.

Algorithm 1: EXP3 algorithm [10].
Input: Real 𝛾 ∈ (0, 1], Arms 𝐾 , Time horizon 𝑇
Output :Updated probabilities

1 Initialize weights𝑤 = 1 ;
2 for 𝑡 = 1, 2, . . . ,𝑇 do

3 Set 𝑝𝑖 (𝑡) = (1 − 𝛾) 𝑤𝑖 (𝑡 )∑︁𝐾
𝑗=1 𝑤𝑗 (𝑡 )

+ 𝛾

𝐾
;

4 Draw 𝑖𝑡 randomly accordingly to the probabilities
𝑝1 (𝑡), . . . , 𝑝𝐾 (𝑡);

5 Receive reward 𝑟𝑖𝑡 ∈ [0, 1];
6 for 𝑗 = 1, . . . , 𝐾 do

7 𝑟 �̂� (𝑡) =
{︄
𝑟 𝑗 (𝑡 )
𝑝𝑖𝑡

if 𝑗 = 𝑖𝑡
0, otherwise

8 𝑤 𝑗 (𝑡 + 1) = 𝑤 𝑗 (𝑡)𝑒𝑥𝑝 (𝛾𝑟 �̂� (𝑡)/𝐾) ;

We thus propose a reward propagating scheme that distributes
the reward of a selected arm to its neighbors. This approach is
inspired by a previous MAB-based data acquisition framework [18]
that also assumes dependent arms. Intuitively, if two policies are
close to each other (i.e., similar 𝑟 values), their actual reward values
tend to be similar. We thus propagate half of the obtained reward
to the nearest policies, ensuring that the unknown best policy still
receives some rewards even if it is not selected. Specifically, if policy
𝑃𝑖 is selected and obtains a reward value of 𝑟�̂� (𝑡) at time step 𝑡 , we
compute rewards for the remaining policies 𝑃 𝑗 as:

𝑟 �̂� (𝑡) =
{︄
𝑟�̂� (𝑡) × 0.5 if 𝑃 𝑗 ∈ 𝑁𝑁 (𝑃𝑖 )
0 otherwise

(6)

where 𝑁𝑁 (𝑃𝑖 ) denotes the nearest policies to 𝑃𝑖 that has the same
target group. For example, suppose Falcon chooses 𝑟 = 0.5 for
(attribute=female, label=positive) and gets a reward of 1.0.
We then assign a reward of 0.5 each to the 𝑟 = 0.4 and 𝑟 = 0.6
for the female group. We use this simple design, although one can
propose other reward functions that capture a similar intuition.

5 FALCON ALGORITHM

We now describe how Falcon can be extended with traditional AL
for selecting samples for the purpose of improving both fairness
and accuracy. We explain the extension of Falcon with AL and
present the overall algorithm.

Improving Both Fairness and Accuracy. Our approach is to alter-
nate between fair and accurate labeling probabilistically. Specifi-
cally, we improve fairness with 𝜆 probability and accuracy with
1−𝜆 probability, where 𝜆 ∈ [0, 1] is a hyperparameter that balances
between fairness and accuracy. Here, a higher value of 𝜆 means
better fairness. We can thus naturally integrate Falcon with other
AL methods without requiring significant modifications. A similar
blending idea has also been proposed in a fair adaptive sampling
work [3], where the goal is to sample “labeled” data to improve ac-
curacy and a specialized fairness metric called min-max fairness. A
full analysis on how our MAB approach converges and deriving the
regret bound in this setup is interesting future work, but we show
extensive empirical results on how one can indeed balance fairness
and accuracy by adjusting the interleaving degrees in Section 6.2.
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Algorithm 2: Overall Falcon algorithm.
Input: Train data 𝐷𝑡𝑟𝑎𝑖𝑛 , Validation data 𝐷𝑣𝑎𝑙 , Unlabeled

data 𝐷𝑢𝑛 , Labeling budget 𝐵, Batch size 𝑏, Set of
policies 𝑃 , Fairness measure 𝐹 , AL method 𝐴,
Blending parameter 𝜆 ∈ [0, 1]

Output :Trained model𝑀 , Updated datasets 𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑢𝑛
1 𝑀 = TrainModel(𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑣𝑎𝑙 ) ;
2 for 𝑡 = 1, 2, . . . , 𝐵

𝑏
do

3 x ∼ Bernoulli(𝜆) ;
// Improve fairness (𝜆) or accuracy (1-𝜆)

4 if 𝑥 = 0 then
// Improve accuracy using AL

5 𝐷𝑡𝑟𝑎𝑖𝑛, 𝐷𝑢𝑛 = LabelData(𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑢𝑛 ,𝑀 , 𝐴, 𝑏) ;
6 𝑀𝑛𝑒𝑤 = TrainModel(𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑣𝑎𝑙 ) ;
7 else

// Improve fairness

8 𝑡𝑎𝑟𝑔𝑒𝑡_𝑔𝑟𝑜𝑢𝑝𝑠 = GetTargetGroups(𝑀 , 𝐷𝑣𝑎𝑙 , 𝐹 );
9 𝑡𝑎𝑟𝑔𝑒𝑡_𝑀𝐴𝐵 = GetMAB(𝑡𝑎𝑟𝑔𝑒𝑡_𝑔𝑟𝑜𝑢𝑝𝑠 , 𝑃 ) ;

10 𝑃𝑘 = SelectPolicy(𝑡𝑎𝑟𝑔𝑒𝑡_𝑀𝐴𝐵) ;
11 𝐷𝑡𝑟𝑎𝑖𝑛, 𝐷𝑢𝑛 = LabelData(𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑢𝑛 ,𝑀 , 𝑃𝑘 , 𝑏) ;
12 𝑀𝑛𝑒𝑤 = TrainModel(𝐷𝑡𝑟𝑎𝑖𝑛 , 𝐷𝑣𝑎𝑙 ) ;
13 𝑅 = GetReward(𝑀𝑛𝑒𝑤 ,𝑀 , 𝐷𝑣𝑎𝑙 , 𝐹 , 𝑘) ;
14 UpdateMAB(𝑡𝑎𝑟𝑔𝑒𝑡_𝑀𝐴𝐵, 𝑅) ;
15 𝑀 =𝑀𝑛𝑒𝑤

Falcon Algorithm with AL. We now present the Falcon algo-
rithm including AL in Algorithm 2. We have a fixed labeling budget
of 𝐵 where 𝑏 samples are selected for labeling per iteration. Within
each iteration, we first decide the labeling strategy to use based on
the 𝜆 probability (Line 3). If we perform labeling for the purpose of
accuracy, we run the given AL algorithm (Lines 5–6). Otherwise,
we improve fairness. We first determine which subgroups to label
for improving the target fairness metric 𝐹 (Line 8) and construct
an MAB for those target groups (Line 9). Then, the MAB selects
a policy for labeling 𝑏 samples and obtains a reward (Section 4.3),
which measures the fairness improvement after labeling samples
using the chosen policy (Lines 10–13). The reward is used to update
the MAB (Line 14). We repeat these steps until we run out of budget.

Running Time Analysis. The primary cost in Falcon is retraining
the model with newly labeled data. This process requires 𝐵

𝑏
number

of model training. Such retraining is a standard requirement in any
active learning technique. Other components in Falcon include
identifying target subgroups, selecting samples based on policies,
and updating theMAB, only incur a small overhead (see Section 6.3).

Choice of Policy Set. We discuss how we select the policy set for
Falcon. Overall, the more candidate policies, the more likely there
is an optimal policy within them. However, using an infinite num-
ber of policies is not practical because the labeling budget is limited.
Even if we do have an infinite budget, we would have to use infin-
itely many-armed bandits [33, 65] or Bayesian optimization [58]
for modeling continuous policies, but they are not designed for
adversarial rewards. We thus need to select a reasonable number of
policies that are not extreme and use [𝑟 = 0.3, 𝑟 = 0.4, 𝑟 = 0.5, 𝑟 =

Table 2: Parameters for the four datasets.

Dataset |Dtrain |/ |Dun |/ |Dtest |/ |Dval | Sen. Attr Batch B
TravelTime 2,446/48,940/24,470/2,446 gender 10 4K
Employ 5,432/162,960/81,480/5,432 disability 10 4K
Income 3,188/63,760/31,880/3,188 race 10 4K
COMPAS 294/2,356/1,178/294 gender 1 200

0.6, 𝑟 = 0.7] as a default policy set throughout the paper. We discuss
the effect of the number of policies in Section 6.6.

Batch Size Effect. We discuss the effect of the batch size on Fal-
con’s performance. The larger the batch size, the better reward
signals we can utilize. On the other hand, there are fewer chances
to adjust the policies based on the rewards. If labeling a sample only
has a small effect in improving the model performance, we prefer us-
ing a larger batch size. In our experiments, we use larger batch sizes
on larger datasets for efficiency. There are also other MABs [25]
that are designed for handling batches. However, a technical hurdle
is that we need to know the rewards of individual actions for each
batch. The rewards are not readily available in our setup, as we
only have an aggregated reward per batch. Investigating how to
utilize batch-specialized MABs is an interesting future work.

Multiple Sensitive Attributes. While the previous examples as-
sumed binary sensitive attributes, Falcon can be readily extended
to support multiple sensitive groups (i.e., Z = {0, 1, ..., 𝑛𝑧 − 1}).
Again, the fairness score is computed as one minus the maximum
disparity value among any sensitive groups, as we explain in Sec-
tion 2.1. Hence, we can construct an MAB based on the two groups
that currently show the highest disparity value and continue to fol-
low the same procedure. If the target group pair changes during the
labeling process, we can simply switch the target MAB accordingly.

6 EXPERIMENTS

In this section, we evaluate Falcon on real datasets and address
the following key questions: (1) How does Falcon compare with
the baselines in terms of model accuracy, fairness, and running
time? (2) Does Falcon find the best policy and perform in various
scenarios? and (3) How useful is each component of Falcon?

We implement Falcon in Python, use Scikit-learn [43] for model
training, and run all experiments on Intel Xeon Silver 4210R CPUs
using ten different random seeds.

6.1 Setting

Datasets. We use four popular datasets in the fairness literature.
For the first three datasets, we use the same feature pre-processing
as in the Folktables [22] package, and for the COMPAS dataset, we
apply the method provided by IBM’s AI Fairness 360 toolkit [13].
For a detailed evaluation, we consider various sensitive attributes,
including scenarios with multiple sensitive attributes.
• TravelTime [22]: Used to predict whether an employee has a

commute to work that is longer than 20 minutes. We use gender
as the sensitive attribute.

• Employ [22]: Used to predict whether an individual is employed.
We use disability as the sensitive attribute.

• Income [22]: Used to predict whether an individual’s income
exceeds $50K per year. We use race as the sensitive attribute
and consider three distinct groups: White, Asian, and Others.
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Figure 6: Accuracy-fairness trade-off results on the four datasets and two fairness measures. In addition to the baselines, we add

the result of model training without labeling any additional data and call it “Original.” As a result, only Falcon significantly

improves fairness and shows clear accuracy and fairness trade-offs. Note that Falcon using 𝜆 = 0 is the same as Entropy.

• COMPAS [7]: Used to predict an individual’s criminal recidivism
risk. We use gender as the sensitive attribute.
For each dataset, we split the dataset into training, test, unlabeled,

and validation sets, as shown in Table 2. In addition, we use a total
labeling budget of 𝐵 = 4𝐾 except for the COMPAS dataset where
𝐵 = 200 is already enough to obtain high fairness. See our technical
report [60] for detailed configurations.

Fairness evaluation. We consider five group fairness measures in
Section 2.1. To quantify fairness, we define a fairness score as one
minus the maximum fairness disparity [15] across any sensitive
groups on the test set. A higher score indicates better fairness, and
we provide the detailed equations in our technical report [60].

Parameters. Weassume a batchAL setup and use different default
batch sizes for the datasets as shown in Table 2. We use a default
policy set of [𝑟 = 0.3, 𝑟 = 0.4, 𝑟 = 0.5, 𝑟 = 0.6, 𝑟 = 0.7]. We
investigate the impact of batch sizes and the number of policies in
Section 6.5 and Section 6.6, respectively.

Baselines Compared. We compare Falcon with existing fair AL
and AL algorithms.
• Entropy [55]: A standard AL algorithm that selects the most

uncertain samples based on entropy.
• Random: A randomized algorithm that uniformly selects unla-

beled data samples.
• FAL [6]: The first fairness-aware AL algorithm that optimizes

both group fairness and accuracy. FAL selects the top𝑚 points
with the highest entropy value and then chooses samples that
also have the maximum expected reduction in unfairness. A
higher𝑚 favors better fairness.

• 𝐷-𝐹𝐴2𝐿 [17]: A disagreement-based fairness-aware AL algo-
rithm. 𝐷-𝐹𝐴2𝐿 selects samples for which the decoupled models,
trained separately on different sensitive groups, provide different
predictions. 𝐷-𝐹𝐴2𝐿’s primary goal is to improve DP, but we
also consider other fairness measures for a detailed comparison.

For the fair AL baselines, there are hyperparameters that can
control an accuracy-fairness trade-off. We start with the default
hyperparameters as described in the original papers, and tune them
to provide the best results (see our technical report [60] for details).

Model Setup. We use logistic regression (LR) and neural network
(NN) models. For NN, we use a multi-layer perceptron with one
hidden layer consisting of 10 nodes. We tune the model hyperpa-
rameters such that the trained model has the highest validation
accuracy. More detailed settings are in our technical report [60].

6.2 Accuracy and Fairness

We compare the accuracy and fairness results of Falcon with the
other baselines using the four datasets. In the main experiments,
we use demographic parity (DP) and equal opportunity (EO). The
results for other fairness metrics are similar and can be found in
our technical report [60]. Figure 6 shows the trade-off results with
logistic regression models where the x-axis is the accuracy, and the
y-axis is the fairness score on the test set. Original is where we train
a model on the original data without performing labeling. For FAL
and 𝐷-𝐹𝐴2𝐿, we employ 5 and 9 different sets of hyperparameters,
respectively. For Falcon, we use 11 different 𝜆 values ranging
from 0.0 to 1.0. As a result, Falcon shows the best accuracy and
fairness trade-off compared to the baselines, which have noisy and
even overlapping results for different hyperparameters. Concretely,
Falcon improves the fairness score by up to 0.81 with up to 0.12
decrease in test accuracy. Notice that only Falcon is able to obtain
high fairness when needed, whereas the baselines cannot. If the
accuracy needs to be improved more than fairness, then one can
simply lower the blending parameter 𝜆 so that AL is invoked more
frequently. The results for a neural network are in our technical
report [60], and the results are similar to Figure 6 where Falcon
shows a better trade-off than the baselines.

Table 3 provides a more detailed comparison with the fair AL al-
gorithms. We report the maximum fairness score that each method
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Table 3: Detailed fairness comparison of methods by tuning

their hyperparameters to achieve the highest fairness scores.

Datasets Fairness Max. Fairness Score

Original FAL D-FA2L Falcon

TravelTime DP 0.212 0.160 0.237 0.966

EO 0.182 0.132 0.214 0.616

Employ DP 0.248 0.275 0.252 0.645

EO 0.165 0.192 0.181 0.901

Income DP 0.355 0.366 0.361 0.816

EO 0.402 0.453 0.435 0.834

COMPAS DP 0.365 0.392 0.373 0.861

EO 0.372 0.403 0.400 0.924

Table 4: Running time comparison of all methods on the four

datasets using DP fairness. For each method, we show the

average running time for all experiments in Figure 6.

Datasets Avg. Running time (sec)

Entropy Random FAL D-FA2L Falcon

TravelTime 139 91 1,420 179 126

Employ 114 76 1,411 140 98

Income 244 149 1,965 290 205

COMPAS 6.1 5.5 153 12 5.9

can achieve when using the entire labeling budget. Note that Fal-
con is the only method where fairness actually improves, while the
baselines do not show significant improvements in fairness com-
pared to 𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 and, in some cases, even have worse fairness re-
sults. For all the scenarios considered, Falcon’s maximum fairness
score is 1.8–4.5x higher than the second-best results. The baselines
do not perform well because they do not attempt to predict the
actual label values and use them even if they have undesired labels.
Thus, postponing undesired labels is critical, and it is important to
find samples that are informative for fairness.

6.3 Running Time

We compare the running time of Falcon with the baselines in
Table 4. For each method, we show the average end-to-end running
time for all experiments in Figure 6 where the target fairness metric
is DP. The end-to-end labeling process consists of model training,
identifying target groups, and selecting samples. While the first two
steps take similar amounts of time, the sample selection is where
there are time differences. As expected, Random is the fastest since
there is no cost for selecting samples. For all the datasets, Falcon
is 1.4–10x faster than the other fair AL algorithms because Falcon
does not require additional model trainings for sample selection.
In contrast, FAL computes the expected fairness reduction over all
possible labels for the top𝑚 uncertain unlabeled samples, which
requires 2 × 𝑚 additional model trainings. In addition, 𝐷-𝐹𝐴2𝐿
retrains the model for each sensitive group to find samples that
receive conflicting predictions.

Another interesting observation is that Falcon even performs
better than Entropy. While Entropy needs to calculate entropy for
all unlabeled samples, Falcon computes the predicted probability
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Figure 7: Fairness comparison of Falcon against a set of

single policy baselines on the TravelTime dataset.
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Figure 8: A detailed analysis for Figure 7a. (a) Falcon in-

creases the selection probability of 𝑟 = 0.6 for the subgroup
(𝑀 − 0), where we denote the sensitive attribute (Male or

Female) and label of the target subgroup in parentheses. (b)

Fairness improvements for all single policies. The policy

𝑟 = 0.6 for (𝑀 − 0) is the most effective in improving fairness.

for the target group only. For example, if the target subgroup is
(attribute=female, label=positive), then Falcon focuses on
the female group instead of the entire dataset. This result indicates
that the cost of managing the MAB is not significant compared to
the overall labeling process, and that Falcon is practically efficient.

6.4 Automatic Policy Search

We compare Falcon with a set of single policy baselines to show
its ability to identify the most efficient policy during the labeling
process. Here a baseline method 𝑃𝑜𝑙 (𝑐) for policy 𝑟 = 𝑐 randomly
selects a target group (if there are more than one) for each round
and selects a sample whose probability for the desirable label is
closest to 1 − 𝑐 . Figure 7 makes a comparison in terms of improved
fairness on the TravelTime dataset where we use DP and EO. As a
result, Falcon performs the best when using DP and the second
best when using EO. Achieving the second-best performance is
reasonable because Falcon has no prior knowledge of optimal
policy and needs to allocate its budget to explore all policies.

We analyze Figure 7a in more detail where we show how Fal-
con updates its policies. Figure 8a shows the selection probabili-
ties of the policies over labeling iterations where the target group
for each policy is indicated in parentheses. Here, we have two
target subgroups, (attribute=female, label=positive) and
(attribute=male, label=negative), denoted as (𝐹 − 1) and
(𝑀 − 0), respectively. Initially, Falcon randomly selects a policy,
but starts to update the selection probabilities based on the obtained
rewards. In the end, Falcon increases the probability for 𝑟 = 0.6 for
(𝑀 −0) the most. Figure 8b shows the performance of all individual
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Table 5: Batch size impact on Falcon.

Datasets Test DP Score

b = 1 b = 10 b = 20 b = 50 b = 100

TravelTime 0.970 0.966 0.964 0.939 0.928
Employ 0.588 0.645 0.639 0.631 0.620
Income 0.808 0.816 0.815 0.807 0.803
COMPAS 0.861 0.840 0.812 0.828 0.830

Table 6: Varying the number of policies.

Datasets Fairness Fairness Score

|P | = 2 |P | = 3 |P | = 5 |P | = 9

TravelTime DP 0.956 0.968 0.966 0.944

EO 0.583 0.610 0.616 0.606

Employ DP 0.633 0.645 0.645 0.638

EO 0.896 0.901 0.901 0.902

policies. We observe that 𝑟 = 0.6 for the subgroup (𝑀 − 0) is the
most effective policy, which is consistent with Falcon’s findings.
In comparison, the baseline 𝑃𝑜𝑙 (𝑐) has a fundamental limitation as
it relies on a fixed 𝑟 = 𝑐 value for every target group.

We also perform the above experiments on the Employ dataset,
and the key trends are similar where Falcon correctly updates the
policies and achieves the best or second-best performance among
the policies (see our technical report [60]).

6.5 Varying Batch Size

We evaluate Falcon when varying the batch size 𝑏 from 1 to 100
when using DP fairness. Table 5 shows the DP scores of different
batch sizes for the four datasets. The overall trend is that a larger
batch size results in less runtime because we can reduce the number
of sample selection iterations, and the reward of each batch becomes
more substantial. At the same time, a batch size that is too large
makes it difficult to find the optimal policy due to fewer chances to
update the MAB given a limited labeling budget. In our results, the
best batch size depends on the datasets. For the Employ and Income
datasets, a batch size of 10 is the best. For the TravelTime and
COMPAS datasets, a batch size of 1 is the best where each sample
has enough impact on fairness improvement, so the MAB can be
updated more frequently with a small batch size. For TravelTime,
however, we use a batch size of 10 in the other experiments because
Falcon runs much faster without sacrificing fairness significantly.

6.6 Varying Policies

We vary the number of policies (|𝑃 |) by adjusting the spacing be-
tween the 𝑟 values of the two nearest policies. As discussed in
Section 5, we set the lower and upper bounds of the 𝑟 value to
0.3 and 0.7, respectively, to ensure that the policy set does not
include extreme policies for better results. So if we use two poli-
cies, the policy set is [𝑟 = 0.3, 𝑟 = 0.7], and for five policies, it is
[𝑟 = 0.3, 𝑟 = 0.4, 𝑟 = 0.5, 𝑟 = 0.6, 𝑟 = 0.7], which is our default set.

Table 6 shows the fairness results when varying the number
of policies in the range of [2, 9] on the TravelTime and Employ
datasets. As a result, using 3 or 5 policies usually yields the best per-
formance compared to other cases. This result is expected because

Table 7: Ablation study of Falcon.

TravelTime Employ

Method DP EO DP EO

Original 0.212 0.182 0.248 0.165

Falcon w/o trial-and-error & MAB 0.138 0.123 0.274 0.188
Falcon w/o MAB 0.887 0.591 0.630 0.900
Falcon w/o reward norm. & propag. 0.863 0.602 0.614 0.900
Falcon w/o reward propag. 0.959 0.611 0.635 0.899
Falcon 0.966 0.616 0.645 0.901

Table 8: Comparison of Falcon against fair AL baselines

combined with trial-and-error.

Datasets Fair. Fairness Score

FAL FAL+ D-FA2L D-FA2L+ Falcon

TravelTime DP 0.160 0.957 0.237 0.867 0.966

EO 0.132 0.300 0.214 0.352 0.616

Employ DP 0.275 0.500 0.252 0.486 0.645

EO 0.192 0.727 0.181 0.538 0.901

increasing policies initially helps to find good ones, but having
too many makes it more difficult to find the good ones using a
limited labeling budget. For the Employ dataset and EO, there is no
significant difference between the last three options.

We perform additional experiments using more diverse policy
sets to further investigate their impact on Falcon in our technical
report [60]. As a result, the key trends are similar to Table 6 where
our default set outperforms others.

6.7 Ablation Study

In Table 7, we perform an ablation study to investigate the effec-
tiveness of each component in Falcon using the TravelTime and
Employ datasets. We consider the ablation scenarios of removing re-
ward propagation, reward normalization, MAB, and trial-and-error,
in that order cumulatively. As a result, each ablation scenario leads
to worse fairness. Not propagating rewards worsens performance
by reducing the chance to find the best policy. Not normalizing the
rewards leads to fairness improvements that are not large enough
to make a difference in the policy selection. Not using MAB is equiv-
alent to using the simple trial-and-error algorithm in Section 3.2
where we can no longer search policies dynamically. The benefit of
using MABs is relatively smaller than that of trial-and-error, but is
still significant as shown in Figure 7a where Falcon can achieve
similar fairness as Falconwithout MABs while saving up to 25% of
the labeling budget. Finally, not using the trial-and-error strategy
is equivalent to the Entropy method, which sometimes performs
worse than Original. Thus, all functionalities are necessary.

To better understand the effectiveness of trial-and-error labeling,
we also extend fair AL baselines with trial-and-error to see how they
perform compared to Falcon. Table 8 shows the fairness scores of
different methods, where we combine FAL and 𝐷-𝐹𝐴2𝐿 with trial-
and-error and refer to them as FAL+ and 𝐷-𝐹𝐴2𝐿+, respectively. As
a result, we observe trial-and-error sampling significantly improves
the fairness of baselines. However, Falcon still consistently outper-
forms all baselines, which highlights that the MAB components of
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Table 9: Fairness of Falcon with other adversarial MABs.

Datasets Fairness Fairness Score

Original EXP3 EXP3-IX EXP4.P

TravelTime DP 0.212 0.966 0.970 0.936

EO 0.182 0.616 0.610 0.609

Employ DP 0.248 0.645 0.651 0.628

EO 0.165 0.901 0.901 0.902

Falcon are also important for optimizing fairness. The results for
other datasets are similar and shown in our technical report [60].

6.8 Other Adversarial MAB Algorithms

We now evaluate the empirical performance of EXP3 compared to
other adversarial MABs, EXP3-IX [36] and EXP4.P [14], which are
designed to achieve a high probability regret bound by reducing
the variance of EXP3. Table 9 below shows the fairness results
when using different adversarial MAB methods on the TravelTime
and Employ datasets. The results show that there is no single best
algorithm, and EXP3 empirically works as well as other methods.
Even if EXP3 is not always the best, its fairness score is usually
very close to the best score. We make similar observations in other
datasets as well (see our technical report [60]).

7 RELATEDWORK

Data-centric AI. Data-centric AI techniques boost various ML
performances by improving the training data through better data
management [27, 34, 44]. Our work falls into the category of data-
centric AI for better model fairness [35, 49, 67, 68] by proposing a
novel data labeling mechanism.

AI Fairness. Conventional fairness techniques for fair training
can be largely categorized into pre-processing, in-processing, and
post-processing techniques. Falcon can be categorized as a pre-
processing approach and assumes that data labels are not available.
Related works are OmniFair [67] and FairBatch [46], which improve
group fairness using sample weighting. In comparison, Falcon fo-
cuses on the data labeling problem, which has quite different issues
as the ground truth labels are unavailable. In this setup, trial-and-
error sampling allows us to apply the subgroup sampling strategy.
However, prioritizing only fairness-informative samples results in
excessive postponing of undesired samples, wasting the limited
labeling budget. To navigate this trade-off, Falcon leverages adver-
sarial MABs, effectively balancing the informativeness of samples
and the postpone rate by dynamically selecting various policies.

Fair Active Learning. A recent line of work addresses the fair
active learning problem. FAL [6] extends conventional active learn-
ing to estimate the resulting fairness of selecting a sample. The
estimation is a probabilistic analysis assuming that the label can
have any of the possible values with equal probability. PANDA [56]
uses reinforcement learning for the selection, but this can be expen-
sive. Another related line of work is resolving class imbalance [4, 5].
However, an implicit assumption here is that there is a fixed under-
represented group whose model accuracy needs to be improved. In
contrast, improving fairness is more complicated where the groups
that need to be improved may change as we label more data.

Fair Adaptive Sampling. Another line of research is sampling
training data for the purpose of improving minimax fairness [2, 57],
which takes samples from the group that has the worst model’s ac-
curacy. Here the group is defined only as a combination of sensitive
attributes. In comparison, Falcon supports any group fairness mea-
sure beyond minimax fairness and addresses the more challenging
problem where the target group can be defined using labels.

Active Learning. Active learning [1, 39, 48, 51–54] has been stud-
ied for decades for efficient labeling. A standard approach is sam-
pling based on uncertainty, e.g., least confidence [64] or highest
entropy [55]. Diversity-based methods have also been proposed to
find representative samples using a clustering [42] or coreset selec-
tion [50]. Hybrid approaches [8, 24] that combine both criteria have
been studied as well. A conceptually close work to our framework
is active learning by learning [29], which selects the best labeling
policy among the set of predefined AL algorithms. In comparison,
we solve the new problem of improving fairness in active learning
by learning the best self-generated policies.

Adversarial MAB. Adversarial MABs are used to choose poli-
cies only based on rewards where the rewards can be any value.
As explained in Section 4.2, EXP3 [10] chooses arms probabilisti-
cally and updates the probabilities based on the rewards. EXP3-
IX [36] reduces the variance of EXP3 at the price of introducing
bias. EXP4.P [14] improves the performance by accepting expert
advice on which arms are more promising. MABs have recently
been widely used in data-centric AI works like data charging [18]
and entity augmentation [16], as well as in visualization recommen-
dation [61] and video database management systems [11]. Falcon
can be compatible with any adversarial MAB algorithm.

8 CONCLUSION

We propose the fair active learning framework Falcon, which se-
lects labels to improve model fairness and accuracy by learning
policies. Falcon determines which groups of data need to be la-
beled first for better fairness and uses a trial-and-error strategy
to find labeled data of the groups. Falcon also learns policies to
determine how much risk to take in selecting fairness-informative
samples, which can be done with adversarial MAB methods. The
sample selection for fairness is blended with active learning meth-
ods to also improve accuracy. Falcon is efficient and requires much
fewer model trainings than other fair active learning approaches.
Experiments show how Falcon drastically outperforms the state-
of-the-art fair active learning baselines on real benchmark datasets.
Falcon is the only method that supports a proper trade-off between
fairness and accuracy where its maximum fairness score is 1.8–4.5x
higher than the second-best results while being more efficient.
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