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Current Optimizations

➔ Focused on filtering via approximate predicates 
◆ NOSCOPE and TAHOMA 

➔ Do not handle aggregate and limit queries. 
➔ Still require non-expert users to write complex code to 

deploy.



BlazeIt
A video analytics system with a 
declarative query language and two 
novel optimizations for aggregation 
and limit queries.
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System Overview
Configuration, TMAS, Proxy Model and specialized NNs
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Configuration

➔ Target object detection method
➔ Entity resolution

◆ Takes neary frames and boxes, returns true if referring to the same object

➔ Both can be changed and personalized to the query at hand
➔ UDFs

◆ Functions that accept a timestamp, mask, and rectangular set of pixels
◆ Used to answer more complex queries

● determine color, object size/location, etc.
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Target-model annotated set (TMAS)

➔ At ingestion time, using NN, object detection is performed on a small sample 
of frames 
◆ metadata is stored as FrameQL tuples (TMAS)

➔ Object detection is performed only once at data ingestion
➔ TMAS is split between training data and held out data
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Proxy models and specialized NNs

➔ Proxy models are used to speed up query execution while providing a 
guaranteed accuracy
◆ BlazeIt can infer proxy models/filters from query predicates (need to be trained from data)

➔ Use specialized NNs (mini ResNet) as proxy models
◆ Specialized NNs run faster than their counterpart NNs

➔ BlazeIt figures out when specialized NN needs to be used
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Limitations

TMAS

BLAZEIT requires the 
object detection method 
(a bottleneck) to be run 
over a portion of the data 
for training specialized 
NNs and filters as a 
preprocessing step.

Model Drift

When the data 
distribution may change, 
BLAZEIT will still provide 
accuracy guarantees but 
performance may be 
reduced.

Mitigate with labels on 
new data, might require 
continuous retraining

Object Detection

BLAZEIT depends on the 
target object detection 
method and does not 
support object classes 
beyond what the method 
returns.

Mitigate with UDFs



FRAMEQL: EXPRESSING 
COMPLEX SPATIOTEMPORAL 

VISUAL QUERIES
FRAMEQL’s syntax, data model, query format, and examples

Comparison to prior languages
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➔ Automatically populates

◆ mask, class, and features  from object detection method
◆ trackid  from entity resolution method
◆ timestamp  and content  from video’s metadata

➔ Ability to overwrite
◆ Object detection methods
◆ Entity resolution methods
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FrameQL Query Format

➔ GAP
◆ Set GAP to an integer
◆ Ensures the returned frames are at least GAP frames apart when user selects timestamps

➔ ERROR WITHIN
◆ Specify error bounds (maximum absolute error, false positive error, and false negative error) 

and confidence levels 
◆ Supplies fast responses to exploratory queries and may tolerate some error

➔ FCOUNT
◆ Shortcut to return a frame averaged count
◆ Normalized way to compute errors
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Comparison to prior languages

➔ Proposed schemas and assume relation is already populated
◆ Data created by humans

➔ BlazeIt automatically populates FrameQL’s relation
➔ FrameQL’s schema is virtual

◆ Rows only populated when needed for specific queries
◆ Allows for variety of optimizations



Query 
Optimization

Optimizing Aggregates, Optimizing Limit Queries



Optimizing Aggregate Queries



Optimizing Aggregate Queries
1. Process TMAS training data



Optimizing Aggregate Queries
1. Process TMAS training data
2. Is there less than 1% of training data that has instances of the object



Optimizing Aggregate Queries
1. Process TMAS training data
2. Is there less than 1% of training data has instances of the object

a. Not enough data (i.e. <= 1%)?
i. Default to random sampling (an adaptive sampling algorithm incorporating info from 

query and TMAS)



Optimizing Aggregate Queries
1. Process TMAS training data
2. Is there less than 1% of training data has instances of the object

a. Not enough data (i.e. <= 1%)?
i. Default to random sampling (an adaptive sampling algorithm incorporating info from 

query and TMAS)
b. Enough data (i.e. >1%)?

i. Train the specialized NN by selecting the number of classes equal to the highest count 
that is at least 1% of the video plus one

ii. Estimate the error rate on TMAS held out data



Optimizing Aggregate Queries
1. Process TMAS training data
2. Is there less than 1% of training data has instances of the object

a. Not enough data (i.e. <= 1%)?
i. Default to random sampling (an adaptive sampling algorithm incorporating info from 

query and TMAS)
b. Enough data (i.e. >1%)?

i. Train the specialized NN by selecting the number of classes equal to the highest count 
that is at least 1% of the video plus one

ii. Estimate the error rate on TMAS held out data
1. Error smaller than specified error at confidence level?

a. Trained specialized NN is accurate enough and can be executed on unseen 
data and returns an answer



Optimizing Aggregate Queries
1. Process TMAS training data
2. Is there less than 1% of training data has instances of the object

a. Not enough data (i.e. <= 1%)?
i. Default to random sampling (an adaptive sampling algorithm incorporating info from 

query and TMAS)
b. Enough data (i.e. >1%)?

i. Train the specialized NN by selecting the number of classes equal to the highest count 
that is at least 1% of the video plus one

ii. Estimate the error rate on TMAS held out data
1. Error smaller than specified error at confidence level?

a. Trained specialized NN is accurate enough and can be executed on unseen 
data and returns an answer

2. Error larger?
a. Trained specialized NN is not accurate enough and instead used as a control 

variate to approximate the statistic



Optimizing Aggregate Queries
➔ If aggregation query has predicates (ex: count num of large red buses)

◆ Similar to original algorithm
◆ First applies predicates to training data

● Not enough data?
○ Instead generate a specialized NN to count the most selective set of 

predicates that contains enough data (ex: num of large buses OR num or 
red buses)

○ No training data still?
◆ Standard sampling
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Physical Operator and Selection
➔ We train the specialized NN to predict counts rather than as a binary classifier of the 

frames that satisfy the predicate or not
◆ Alleviates class imbalance issue
◆ Allows the trained specialized NN to be reused for other queries such as aggregation.

EX:
The user wants to find frames with at least one bus and at least five cars. 

Then, BLAZEIT trains a single specialized NN to separately count buses and cars. 
BLAZEIT use the sum of the probability of the frame having at least 
one bus and at least five cars as its signal. 

BLAZEIT takes the most confident frames until the requested 
number of frames is found. 



Physical Operator and Selection

➔ Multiple Object Classes: BLAZEIT trains a single NN to predict 
each object class separately
◆ e.g. Instead of jointly predicting “car” and “bus”, the 

specialized NN would return a separate confidence for “car” 
and “bus”

◆ This results in fewer weights and typically higher 
performance.

➔ After results are sorted, full object detector is applied 
until the requested number of events is found 
or all the frames are searched.



Limit Queries with Multiple Predicates

➔ If there is sufficient training data in the TMAS, BLAZEIT can 

execute the procedure above. 

➔ If there is not sufficient training data, BLAZEIT will train a 

specialized NN to search for the most selective set of 

predicates that contains enough data in a similar fashion to 

generating an aggregation specialized NN.
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Technologies Used

➔ Languages
◆ Python 3.5 and C++

➔ Framework
◆ PyTorch v1.0, FGFA, Detectron

➔ Libraries
◆ OpenCV, MXNet v1.2

➔ Algorithms
◆ Mask R-CNN

➔ Hardware
◆ 1 NVIDIA Tesla P100 GPU
◆ 2 Intel Xeon E5-2690v4 CPUs (56 threads)
◆ System has 504 GB of RAM.



Implementation

➔ Video ingestion
◆ Resizes videos for NNs to 65×65 for specialized NNs, short side of 600 pixels for object 

detection methods using standard ImageNet normalization

➔ Specialized NN training
◆ Train using PyTorch
◆ Use tiny ResNet” architecture

● Modified version of standard ResNet

➔ Identifying objects across frames
◆ Use motion IOU to compute trackid

● Ex: with a set of objects in 2 consecutive frames, compute 
pairwise IOU for each object in two frames to detect similarity



Evaluation
Experimental Setup, Aggregate Queries, Cardinality-limited Queries, Specialized 

Neural Networks



Experimental Setup
- 6 videos scraped from YouTube
- 6-11 hours of video per day where object 

detection method can perform well
- Varying in object classes (car, bus, boat), 

occupancy (12 to 90%), and average duration 
(1.4s to 10.7s)

- 3 days of video for each webcam
- Training labels
- Threshold Computation
- Testing



Experimental Setup

Target object detection methods
- Used pre-trained object detection
- Mask R-CNN pretrained on MS-COCO, FGFA pretrained on 

ImageNet-Vid, and YOLOv2 pretrained on MS-COCO



Experimental Setup

Data Preprocessing
- Only considered regions where objects are large relative the the size of the 

frame
- Manually selected confidence thresholds for each video and object class 

for when to consider an object present



Experimental Setup

Evaluation Metrics
- Object detection = ground truth
- Aggregation Queries -> absolute error & Limit Queries -> throughput

- Throughput was measured by timing the complete end-to-end system 
excluding the time to decode the video 

- Considered accuracy at the frame level
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- 6 aggregate queries across 6 videos
- 5 variants of each query

1. Naive - object detection on every frame
2. Binary Oracle - object detection on every frame 

with the object class present
3. Naive AQP - randomly sampled from the video
4. BLAZEIT - use specialized NNs and control variates
5. BLAZEIT (no train) - excluded the training time
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- End-to-end runtime of aggregate 

queries where BLAZEIT rewrote 
the query with a specialized 
network

-  measured in seconds (log 
scale)

- BLAZEIT outperforms all 
baselines

- BLAZEIT can outperform naive 
AQP by up to 14 times
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control variates

- Control variates via specialized 
NNs can deliver up to 1.7 times 
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Aggregate Queries - Sampling with predicates

- Runtime of BLAZEIT and baselines for 
aggregation queries  with predicates

- Control variates via specialized NNs 
can deliver up to 1.5 times speedup 
compared to naive AQP

- The relative gain of BLAZEIT’s control 
variates depends on the reduction in 
variance

- Gains are lower compared to 
queries with predicates as there 
is less training data



Cardinality-limited Queries
- Frames of interest are returned to the user, up to the requested 

number of frames
- Selected rare events with at least 10 instances

- If user queries more than max # of frames, BLAZEIT must inspect 
every frame
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Cardinality-limited Queries
- Report the runtime and sample complexity
- 5 variants of each query

1. Naive - object detection sequentially until requested # of frames 
is found

2. Binary Oracle - object detection over the frames containing 
object class(es) of interest until requested # of frames is found

3. Naive AQP - randomly sampled the video until requested # of 
frames is found

4. BLAZEIT - specialized NNs as a proxy signal to rank the frames
5. BLAZEIT (no train) - assume the specialized NN has been trained 

and run over the remaining data
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Cardinality-limited Queries - Single Object Class
- BLAZEIT can achieve over a 1000 

times speedup compared to 
baselines

- BLAZEIT’s specialized NNs can 
serve as a high-fidelity signal

- BLAZEIT’s sample complexity 
remains nearly constant for up to 5 
cars (search for common objects)

- Shows efficacy of biased 
sampling
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least 1 bus and 5 cars in ‘taipei’
- BLAZEIT outperforms the 

naive baseline by to 966 times



Cardinality-limited Queries - Multiple Object Class
- End-to-end runtime of finding at 

least 1 bus and 5 cars in ‘taipei’
- BLAZEIT outperforms the 

naive baseline by to 966 times

- Sample complexity when searching 
for at least 1 bus and 5 cars

- BLAZEIT can be up to orders of 
magnitude more sample 
efficient over both naive 
baseline and binary oracle



Cardinality-limited Queries - Limit queries with predicates

- Runtime of BLAZEIT and baselines 
on limit queries with predicates

- BLAZEIT outperforms all baselines 
by up to 300 times, even including 
the proxy model training time

- Especially outperforms 
baselines on queries that have 
few matches



Specialized Neural Networks
Effect of NN type

- ResNet (referred to as TRN10)
- Requires significantly fewer 

samples compared to 
NOSCOPE NN

Effect of Training Data
- Error decreases until 150,000 

training samples
- Increases potentially due 

to overfitting
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over AQP on aggregation queries
2. BLAZEIT achieves up to an 83 times speedup 

compared to the next best method for video 
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BlazeIt

➔ There was a need for a speed up in querying videos for semantic information 
with less emphasis on complex coding
◆ The answer is BLAZEIT!

➔ Uses FrameQL as its declarative language
➔ Optimizations for aggregation and limit querying

◆ 14x speedup on aggregation queries
◆ 83x speedop on limit queries

➔ Retains accuracy guarantees despite potential inaccurate specialized NNs



Thank you!
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Related Works
➔ AQP

◆ Result of query returned quickly by subsampling the data
◆ BlazeIt uses variance reduction with control variates through specialized NNs to reduce the 

cost of creating a tuple

➔ Visual Data Management
◆ Use classic computer vision techniques for semantic queries 
◆ BlazeIt uses FrameQL, an extension of SQL, to automatically populate these fields

➔ Modern Video Analytics
◆ NOSCOPE, Focus, and Tahoma cannot adapt to user queries or optimize training time on 

specialized NNs
◆ BlazeIt has optimizations to allow for aggregation and limit querying



Optimizations

Query Specific NNs

Lorem ipsum dolor sit 
amet, consectetur 
adipiscing elit, sed do 
eiusmod tempor 
incididunt ut labore et 
dolore magna aliqua. 

Ut enim ad minim 
veniam, quis nostrud

Context

Ut enim ad minim 
veniam, quis nostrud 
exercitation

● Duis aute irure dolor 
in reprehenderit in 
voluptate velit 

Problem statement

Excepteur sint occaecat 
cupidatat non proident, 
sunt in culpa qui officia 
deserunt mollit anim id 
est laborum.



Challenges deep-dive

Challenge 1

Expand audience

Lorem ipsum dolor sit 
amet, consectetur 
adipiscing elit, sed do 
eiusmod tempor 
incididunt ut labore et 
dolore magna aliqua. 

Challenge 2

Up 30-day actives

Ut enim ad minim 
veniam, quis nostrud 
exercitation

● Duis aute irure dolor 
in reprehenderit in 
voluptate velit 

Challenge 3

Increase conversion

Excepteur sint occaecat 
cupidatat non proident, 
sunt in culpa qui officia 
deserunt mollit anim id 
est laborum.



Use Cases

➔ Urban planning
➔ Autonomous vehicle analysis
➔ Store planning
➔ Ornithology



09.05.XX

Lorem ipsum dolor sit 
amet, consectetur 
adipiscing elit

09.17.XX

Lorem ipsum dolor sit 
amet, consectetur 
adipiscing elit

10.13.XX

Lorem ipsum dolor sit 
amet, consectetur 
adipiscing elit

10.20.XX

Lorem ipsum dolor sit 
amet, consectetur 
adipiscing elit

11.01.XX

Lorem ipsum dolor sit 
amet, consectetur 
adipiscing elit



The team
CEO

Wendy Writer

Dir. of Sales

Ronny Reader

North America Lead

Perry Presenter

Asia Lead

Vinny Viewer

Europe Lead

Molly Maker

Dir. of Engineering

Abby Author

Front End Lead

Casey Creator

Back End Lead
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Why does specialized NN work?

• “I want to know when buses pass by this intersection in Taipei 
using YOLOv2”
• Who cares about toilets, cats, skis, …?
• Who cares about buses from different perspectives?



Why does specialized NN work?

• “I want to know when buses pass by this intersection in Taipei 
using YOLOv2”

Buses are similar from the 
perspective of the webcam!



Exploiting scene-specific locality: 
specialized CNNs

• Idea: train smaller, faster scene-specific CNN
• 1. Run big CNN over stream to obtain labels
• 2. Train smaller, specialized CNN over labels



Proxy models are much smaller

• 152 convolutional layers
• 64-1024 filters per layer
• 3 fps

10 convolutional layers

16-64 filters per layer

15,000 fps

~150 billion FLOPS ~10 million FLOPS

15,000x fewer FLOPS
5,000x faster execution

BlazeIt proxy modelMask R-CNN



Specialization != Model Compression

Model compression/distillation: lossless models
•  Goal: smaller model for same task as reference model
•  Result: typically 2-10x faster execution

Specialization: perform “lossy” compression of reference model
•  A specialized model does not generalize to other videos…
•  …but is accurate on target video, can be 100-1000x faster



- Modern content extraction techniques are 
accurate but expensive → can we reduce 
the cost of visual content queries using 
inexpensive classifiers?

- Evaluates a large number of cascade 
classifiers to optimize both the CNN 
architecture and input data 
representation

- Introduces the idea of using specialized 
candidate binary-classification CNNs to 
reduce inference cost

Physical Representation-based Predicate 
Optimization for a Visual Analytics Database



- Accelerating neural network video 
analysis via inference-optimized 
model search

- Trains a cascade of difference 
detectors and specialized models to 
mimic the behavior of a reference 
model but three orders of magnitude 
faster

- Integrates these two types of models 
using cost-based optimization to 
match a target accuracy

NoScope: Optimizing Neural Network Queries 
over Video at Scale



Optimizing Video Analytics with Declarative 
Model Relationships

- Previous optimizations are difficult to 
use on complex queries with multiple 
predicates and models

- Proposes the idea of Relational 
Hints, which suggests ML model 
relationships based on domain 
knowledge (CAN REPLACE / CAN 
FILTER)

- VIVA is a new visual analytics system 
that uses relational hints to optimize 
video dataset queries



RECL: Responsive Resource-Efficient 
Continuous Learning for Video Analytics

- Extend visual analytics frameworks to 
support continuous learning 
capabilities (model reusing and online 
retraining)

- Creates a “model zoo” of previously 
trained expert models, enabling 
historical model reuse → selects a 
highly accurate expert model from 
this model zoo → dynamically 
optimizes GPU allocation for 
retraining



Semantic Indexes for Machine Learning-based 
Queries over Unstructured Data [SIGMOD’22]
• Downsides of query-specific proxy models 
• have to be trained per query

• require non-trivial amount of labels

• can not easily share computation across different queries or query types.

• TASTI: Learn embeddings to cluster semantically similar records
• e.g., video frames with similar object types and object positions are close

https://scholar.google.com/scholar_url?url=https://arxiv.org/abs/2009.04540&hl=en&sa=T&oi=gsb&ct=res&cd=0&d=15185151629031347178&ei=7HP_ZJ2zAtyXy9YPyuejwAs&scisig=AFWwaeZIEvVqqmOjW-2MvWBDSCT6
https://scholar.google.com/scholar_url?url=https://arxiv.org/abs/2009.04540&hl=en&sa=T&oi=gsb&ct=res&cd=0&d=15185151629031347178&ei=7HP_ZJ2zAtyXy9YPyuejwAs&scisig=AFWwaeZIEvVqqmOjW-2MvWBDSCT6


BlazeIt: Optimizing Declarative Aggregation 
and Limit Queries for Neural Network-Based 
Video Analytics

 

Industry Practitioner - Ankith Reddy Chitti (Kroger)



What is BlazeIt:
BlazeIt is a system that optimizes queries concerning spatiotemporal information of objects 
in video. It uses the novel FrameQL to accept queries and enable video specific query 
optimization.

Unlike prior work BlazeIt is mainly aimed at optimizing aggregation and limit queries:

● Uses Neural Networks as control variates to optimize aggregation queries.
● For limit queries, specialized Neural Networks are used to bias search towards regions 

with a high probability of the event.

BlazeIt focuses on batch setting and can deliver up to 83× speedups over similar systems on 
video analytics.

 

 



BlazeIt for store planning:
Retail Video Analytics:

● Discovery, interpretation, and communication of meaningful patterns in data from video content, and 

applying those patterns towards effective decision-making.

● Provides retailers with insightful business intelligence such as store traffic statistics and queue data.

Benefits:

● Maximize store layout and navigation.

● Manage store traffic.

● Streamline checkout.

● Optimize promotions and product displays.



Kroger’s spent just under $100 million on promotional material regarding new product launches, cross 
merchandising and discount sales across all its stores in 2023 alone.

However in the most recent quarter, the company posted a net loss of $180 million. It is imperative we start to look 
at ways to cut down our losses and generate more revenue. 

[1] https://advertisers.mediaradar.com/kroger-advertising-profile#NewProducts
[2] https://www.cnbc.com/2023/09/08/kroger-kr-earnings-q2-2023.html

BlazeIt with its optimizations for aggregation and limit queries can provide valuable insights that can be used 
to formulate effective promotions and display designs.

Both of BLAZEIT’s novel optimizations share a key property: Accuracy guarantees are always upheld.

Empirical tests show BlazeIt runs upto 83X faster compared to other similar systems in the domain.

https://advertisers.mediaradar.com/kroger-advertising-profile#NewProducts


BlazeIt and in-store marketing campaign
Rapidly changing consumer behavior and preferences are leading retail chains to overhaul their marketing campaigns and In-store 
marketing tactics.

According to Gartner, nearly 30% of marketing leaders believe lack of agility and flexibility negatively impacts marketing execution. 
The Gartner survey also concluded that marketers are under immense pressure to deliver insights faster than ever before.

Video analytics via BlazeIt not only gives us an accurate, and rapid real-time view of how consumer preferences are changing but 
also allows us to execute marketing programs with a high degree of confidence.

Sample use-case wherein we can get the list of store_lanes for each hour that had a high customer footfall.

SELECT timestamp, store_lane
FROM kroger_atl
GROUP BY store_lane
HAVING COUNT(class='customer')>=15
GAP 108000  // assume fps is 30.

This could help us streamline marketing operations and analyze customer dwell times / hotspots at specific locations.

 

https://www.gartner.com/en/newsroom/press-releases/2020-05-14-gartner-says-nearly-30--of-marketing-leaders-believe-


[1] https://interfacesystems.com/blog/retail-video-analytics/

Another potential use-case

BlazeIt can provide reliable data on footfalls for the entire store or for a specific department by date and time.
The information can be used to schedule in-house promotional displays effectively.



One potential drawback of BlazeIt

BlazeIt works best in the batch setting. Due to our continuous inflow of new video data, as the distribution might change, 
BlazeIt is susceptible to degraded execution. Note that the accuracy requirements will always be met irrespective of the 
data.

This is not a big cause of concern since it can be mitigated by labeling a portion of new data or continuous retraining.

 

In summary, by integrating BlazeIt, Kroger can improve its overall store efficiency, enhance 
the shopping experience for its customers, and make data-driven decisions to remain 
competitive in the highly competitive grocery industry



Thank You!



Discussion
How are FrameQL queries different from standard aggregate 
queries in AQP?

• UDFs that extract relational columns from unstructured inputs are 
often very expensive 
• Traditional query optimization (e.g., predicate pushdown) doesn’t work
• pre-computing is wasteful, especially to support ad-hoc queries

• UDFs and predicates are not deterministic 
• Performance accuracy tradeoff

• Even ”ground truth” object detection models contain errors 



Discussion

Is FrameQL/SQL a good language for video analytics?

• Much better than working with raw pixel data 
• Does not require knowledge of neural network 
• Familiar to SQL users 
• Declarativity allows for query optimization opportunities



Discussion

Is SQL a good language for video analytics?
• Some queries might be hard to specify:
• Event/Action queries: 

• A player passes the ball to one of his teammates but an opponent player tries to 
intercept the ball

• Trajectory queries: 
• A car turns left and then right 

• Other query interfaces? 
• Natural language 

• Scene graph 


