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| ogistics

Two papers (10/26 and | 1/09) in Part Il were updated

For the better



Favorite papers

| Blink-DB (6 votes)
2 AQP++ (5 votes)

3 Auto-suggest (4 votes)

Runner ups: M4, foraging (3 votes)




| east favorite papers

| Microsoft experience (9 votes)

2 Auto-suggest (3 votes)

Writing matters!




loday's class

How to make progress In research
\Yslarelalale
Velocrty

Part |l topics
Hypothesis testing




What problem are we solving!

“I'm feeling so lost.”



Bernstein theory of faculty success

o be a Stanford-tier faculty member, you need to master two skills
that operate In a tight loop with one another:

Vectoring: identifying the biggest dimension of risk in your project
right now

()

Velocity: rapid reduction of risk in the chosen dimension



What Is Vectoring!?



What research I1s not e
|, Flgure out what to do. P /

2. Do It

3. Publish.

i

-~
>

/ What research Is

Research Is an iterative process of
exploration, not a linear path from
idea to result [Gowers 2000]

Adapted from Stanford CS19/




Problematic points of view

"OK, we have a good Idea.

Let's build it / model it / q

prove It / get training data.”

Treating your research
goal as a project

“| spent some time thinking specification and

about this and hacking on 1t I executing it

and I1t's not going to work:
Adapted from Stanford CS19/

t has a fatal flaw.”



ldea as project spec

[aking a concept and trying to realize it In parallel
across all decisions, assumptions, and goals

work work work work work work ' ealR

Concept

Adapted from Stanford CS19/




ldea as project spec
VWhat you should have done VWhat you dia

EVOCATIVE Di1DAcCTIc

SVGGEST DES¢RIBE
ExFLoRE REFINE

QUESTION ANSWER

This is all other points This is the endpoint

of a research project of a research project
Adapted from Stanford CS19/



Problematic points of view

"OK, we have a good Idea.
Let's build 1t / model 1t / DIDACTIc

prove It / get training data.” DESCRIBE

72773 .. before knowing
ANSWER what to refine!

| spent some time thinking

. . ) A28 .. .before identifying
about this and hacking on It (VA7 if that test or flaw is
and It's not going to work: DY € rignt one to

< focus on!

t has a fatal flaw.” DEFrc Tro N

Adapted from Stanford CS19/ 3



Premature optimization is the
root of all evil. i

- Donald Knuth

Stanford
University



Pick a vector

't may feel like we get stuck unable to solve the p

roblem because

we haven't fisured out everything else about it. There are too many
open questions, and too many possible directions. [ he more
dimensions there are, the harder gradient descent becomes.

Instead of trying to do everything at once (

Orojec

L spec point of

view), pick one dimension of uncertainty — one vector — and

focus on reducing its risk and uncertainty.






Example vectors

Prototyping: will this technique work at all! To answer this, we
implement a basic version of the technigue and mock In the data

and other test harness elements.

Engineering: will this technique work with a realistic workload! o
answer this, we need to engineer a test harness.

Proving: does the limit exist that | suspect does! o answer this,
we start by writing a proot for a simpler case.

Adapted from Stanford CS19/ /



Implications

The vectors under consideration will each imply building ditterent
parts of your system.

Rather than buillding them all at once, when you might have to
change things later, vectoring instead implies that you start by
reducing uncertainty In the most iImportant dimension first — your
‘Inner loop” — and then building out from there.




Vectoring algorithm

|. Generate questions
Untested hunches, risky decisions,
high-level directions

2. Rank your questions
Which 1s most critical?

3. Pick one and answer it rapidly
Answer only the most critical question
(This i1s where velocity comes into play)

Adapted from Stanford CS19/




Assumption mapping

Assumption mapping Is a
strategy for articulating
questions and ranking them.

Known

[ ry assumption mapping
your project [omin|

Important

Unimportant

Unknown

20



Let’s Try It



Trolling

While everyone thinks that trolling
online 1s due to a small number of
antisocial sociopaths, we had a hunch
that “normal’ people were responsible
for much trolling behavior when
triggered.

What's our first step?

We have: dataset of |6M CNN
comments (w/ troll flags)

Anyone Can Become a Troll:
Causes of Trolling Behavior in Online Discussions

Justin Cheng', Michael Bernstein', Cristian Danescu-Niculescu-Mizil?, Jure Leskovec!
!Stanford University, 2Cornell University
{jccct, msb, jure} @cs.stanford.edu, cristian@cs.cornell.edu

ABSTRACT

In online communities, antisocial behavior such as trolling
disrupts constructive discussion. While prior work suggests
that trolling behavior is confined to a vocal and antisocial
minority, we demonstrate that ordinary people can engage
in such behavior as well. We propose two primary trigger
mechanisms: the individual’s mood, and the surrounding con-
text of a discussion (e.g., exposure to prior trolling behavior).
Through an experiment simulating an online discussion, we
find that both negative mood and seeing troll posts by others
significantly increases the probability of a user trolling, and
together double this probability. To support and extend these
results, we study how these same mechanisms play out in the
wild via a data-driven, longitudinal analysis of a large online
news discussion community. This analysis reveals temporal
mood effects, and explores long range patterns of repeated
exposure to trolling. A predictive model of trolling behavior
shows that mood and discussion context together can explain
trolling behavior better than an individual’s history of trolling.
These results combine to suggest that ordinary people can,
under the right circumstances, behave like trolls.

ACM Classification Keywords

H.2.8 Database Management: Database Applications—Data
Mining; J.4 Computer Applications: Social and Behavioral
Sciences

Author Keywords
Trolling; antisocial behavior; online communities

INTRODUCTION

As online discussions become increasingly part of our daily
interactions [24], antisocial behavior such as trolling [37, 43],
harassment, and bullying [82] is a growing concern. Not only
does antisocial behavior result in significant emotional dis-
tress [1, 58, 70], but it can also lead to offline harassment and
threats of violence [90]. Further, such behavior comprises a
substantial fraction of user activity on many web sites [18,
24, 30] — 40% of internet users were victims of online ha-
rassment [27]; on CNN.com, over one in five comments are
removed by moderators for violating community guidelines.
What causes this prevalence of antisocial behavior online?

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@ acm.ore.

In this paper, we focus on the causes of trolling behavior in
discussion communities, defined in the literature as behavior
that falls outside acceptable bounds defined by those commu-
nities [9, 22, 37]. Prior work argues that trolls are born and
not made: those engaging in trolling behavior have unique
personality traits [11] and motivations [4, 38, 80]. However,
other research suggests that people can be influenced by their
environment to act aggressively [20, 41]. As such, is trolling
caused by particularly antisocial individuals or by ordinary
people? Is trolling behavior innate, or is it situational? Like-
wise, what are the conditions that affect a person’s likelihood
of engaging in such behavior? And if people can be influ-
enced to troll, can trolling spread from person to person in a
community? By understanding what causes trolling and how
it spreads in communities, we can design more robust social
systems that can guard against such undesirable behavior.

This paper reports a field experiment and observational anal-
ysis of trolling behavior in a popular news discussion com-
munity. The former allows us to tease apart the causal mech-
anisms that affect a user’s likelihood of engaging in such be-
havior. The latter lets us replicate and explore finer grained
aspects of these mechanisms as they occur in the wild. Specif-
ically, we focus on two possible causes of trolling behavior:
a user’s mood, and the surrounding discussion context (e.g.,
seeing others’ troll posts before posting).

Online experiment. We studied the effects of participants’
prior mood and the context of a discussion on their likelihood
to leave troll-like comments. Negative mood increased the
probability of a user subsequently trolling in an online news
comment section, as did the presence of prior troll posts writ-
ten by other users. These factors combined to double partici-
pants’ baseline rates of engaging in trolling behavior.

Large-scale data analysis. We augment these results with an
analysis of over 16 million posts on CNN.com, a large online
news site where users can discuss published news articles.
One out of four posts flagged for abuse are authored by users
with no prior record of such posts, suggesting that many un-
desirable posts can be attributed to ordinary users. Support-
ing our experimental findings, we show that a user’s propen-
sity to troll rises and falls in parallel with known population-
level mood shifts throughout the day [32], and exhibits cross-
discussion persistence and temporal decay patterns, suggest-
ing that negative mood from bad events linger [41, 45]. Our
data analysis also recovers the effect of exposure to prior troll
posts in the discussion, and further reveals how the strength




Trolling

Possible vectors:

Do people really troll when angry?

Can we train a classifier to predict
when someone would troll, ana
compare welghts of personal history
vs. other posts and title?

Does the same person troll more on
certain (angry) topics than on other
(boring) ones?

Anyone Can Become a Troll:
Causes of Trolling Behavior in Online Discussions

Justin Cheng', Michael Bernstein', Cristian Danescu-Niculescu-Mizil?, Jure Leskovec!
!Stanford University, 2Cornell University
{jccct, msb, jure} @cs.stanford.edu, cristian@cs.cornell.edu
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discussion communities, defined in the literature as behavior
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probability of a user subsequently trolling in an online news
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Viz

While most dashboards presents

aw tme

smoothir
highlight
deviation.

series as they arrive, we

nad a hunch that some level of

¢ help reduce noise and
arge-scale trend and

What's our first step?

ASAP: Prioritizing Attention via Time Series Smoothing

Kexin Rong, Peter Bailis
Stanford InfoLab
{krong, pbailis }@cs.stanford.edu

ABSTRACT

Time series visualization of streaming telemetry (i.e., charting of
key metracs such as server load over tme) s increasingly prevalent
in modern data platforms and applications. However, many exist-
ing systems simply plot the raw data streams as they armve, often
obscuring large-scale trends due to small-scale noise. We propose
an altermative: 1o better priontize end users’ attention, smooth tme
serses visualizations as much as possible to remove noise, while

retaining large-scale structure to hghlight sigmficant deviations.

We develop a new analytics operator called ASAP that automati-
cally smooths streaming time serses by adaptively optimizing the
trade-off between noise reduction (i.e., variance) and trend reten-
ton (Le., kurtosis). We introduce metrics 1o quantitatively assess
the gquality of smoothed plots and provide an efficient search strat-
egy for optimizing these metrics that combines techniques from
stream processing, user mterface design, and signal processing via
autocorrelation-based pruning, pixel-aware preaggregation, and on-
demand refresh. We demonstrate that ASAP can improve users’
accuracy in identfying long-term deviations in time series by up to
38.4% while reducing response tumes by up to 44.3%. Moreover,
ASAP delivers these results several orders of magnitude faster than
alternative search strategues.

1. INTRODUCTION

Data volumes continue to rise, fueled in large part by an increas-
ing number of automated sources, including sensors, processes, and
devices. For example, each of LinkedlIn, Twitter, and Facebook re-
ports that thear production infrastructure generates over 12M evemts
per second [16,51,68). As a result, the past several years have seen
an explosion in the development of platforms for managing, storing,
and querying large-scale data streams of time-stamped data—i.e.,
ume senes—from on-premases databases including InfluxDB [6),
Ganglia [3), Graphite [5), OpenTSDB [9), Prometheus [10), and
Facebook Gonlla [51), 1o cloud services including DataDog [2),
New Relic [8), AWS CloudWatch [ 1), Google Stackdriver [4), and
Microsoft Azure Monstor (7). These ume series engines provide
application authors, site operators, and “DevOps™ engineers a means
of performing monitoring, health checks, alerung, and analysis of
unusual events such as fatlures [19,32).

This work s licensed under the Creative Commons Attribation-
NoaCommercial-NoDervatives 4.0 International License. To view a copy
of this license, visat httpo/icreativecommons. org/licenses/by-nc-nd@.OV. For
any use beyond those covered by this license, obtain permassion by emailing
info@vidb.org.

Proceedings of the VLDE Endowment, Vol. 10, No. 11
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Figure 1: Normalized number of NYC taxi passengers over 10
weeks.! From top to bottom, the three plots show the bourly average
(unsmoothed), the weekly average (smoothed) and the monthly
average (oversmoothed) of the same time serses. The arrows point to
the week of Thanksgiving (11/27), when the number of passengers
dips. Thus phenomenon is most prominent in the smoothed plot
produced by ASAP, the subject of this paper.

While these engines have automated and optimized common tasks
in the storage and processing of time series, effective visualization of
time series remains a challenge. Specifically, in conversations with
engineers using time series data and databases in cloud services,
soctal petworking, industnal manufacturing, electrical utilities, and
mobile applications, we learned that many production tume series
visualizations (i.e., “dashboards™) simply display raw data streams
as they amve. Engineers reported this display of raw data can be
a poor match for production scenarios involving data exploration
and debugging. That is, as data arrives in increasing volumes, even
small-scale fluctuations in data values can obscure overall trends and
behavior. For example, an electrical vtlity employs two staff to per-
form 24-hour monitoring of generators. It is critical that these staff
quickly identify any systematic shifis of generator metrics in their
monitoring dashboards, even those that are “sub-threshold” with
respect 1o a entical alarm. Unfortunately, such sub-threshold events
are easily obscured by short-term fluctuations in the visualization.

The resulting challenge in time series visualization at scale is pre-
senting the appropriate plot that priontizes users” atteation towards
significant deviations. To illustrate this challenge using public data,
consider the ume series depacted in Figure 1. The top plot shows raw

'Here and later in this paper, we depict z-scores [40] instead of raw valoes.
Thas choice of visualization provides a means of normalizing the visaal field
across plots while still haghlighting large-scale trends.




Viz
Possible vectors:

Can we find datasets in which a
phenome/trend is only visible
after smoothing?

Can we find datasets that are
best remain unsmoothed!?

ASAP: Prioritizing Attention via Time Series Smoothing

Kexin Rong, Peter Bailis
Stanford InfoLab
{krong, pbailis }@cs.stanford.edu

ABSTRACT

Time series visualization of streaming telemetry (i.e., charting of
key metracs such as server load over tme) s increasingly prevalent
in modern data platforms and applications. However, many exist-
ing systems simply plot the raw data streams as they armve, often
obscuring large-scale trends due to small-scale noise. We propose
an altermative: 1o better priontize end users’ attention, smooth tme
serses visualizations as much as possible to remove noise, while
retaining large-scale structure to hghlight sigmficant deviations.
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accuracy in identfying long-term deviations in time series by up to
38.4% while reducing response tumes by up to 44.3%. Moreover,
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While these engines have automated and optimized common tasks
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time series remains a challenge. Specifically, in conversations with
engineers using time series data and databases in cloud services,
soctal petworking, industnal manufacturing, electrical utilities, and
mobile applications, we learned that many production tume series
visualizations (i.e., “dashboards™) simply display raw data streams
as they amve. Engineers reported this display of raw data can be
a poor match for production scenarios involving data exploration
and debugging. That is, as data arrives in increasing volumes, even
small-scale fluctuations in data values can obscure overall trends and
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form 24-hour monitoring of generators. It is critical that these staff
quickly identify any systematic shifis of generator metrics in their
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Thas choice of visualization provides a means of normalizing the visaal field
across plots while still haghlighting large-scale trends.




Why is vectoring so
important!



It Ernest Hemingway, James
Mitchener, Nell Simon, Frank Lloyd
Wright, and Pablo Picasso could not
get 1t right the first time, what makes
you think that you will?”

Paul Heckel



teration >> planning

/deas rarely land exactly where you expect they will. [t's best to test
the most critical assumptions quickly, so that you can understana
whether your hunch will play out, and what problems are worth

S

bending time solving vs. kludging,

Human creative work 1s best in a loop of reflection and teration.
Vectoring 1s a way to make sure youre getting the most iteration
cycles.

28



Re-vectorng

Often, after vectoring and reducing uncertainty in one dimension, It
ralses new questions and uncertainties.

In the next round of vectoring, you re-prioritize:

T you get unexpected results and are confused (most of the timel), maybe It
means you take a new angle to reduce uncertainty on a vector related to the

DrIOr ONe.

T you answer your guestion to your own satisfaction (not completely, just to
your satisfaction), you move on to the next most important vector

29



Magnitude of your vector

The result of vectoring should be something achievable in about a
week's sprint. If it's not, you've picked too broad a question to
answer.

f your vectoring for “Can normal people be responsible for a lot of the
trolling online!" I1s “Can normal people be responsible for a lot of the
trolling on CNN.com?”, you're still way too broad.

[hat's evidence that you've just rescaled your project, «—
not picked a vector.

30



Takeaways, in brief



|) The temptation is to try and solve
the problem that's set Iin front of you.
Don't.



2) Vectoring Is a process of
identifying the dimension of highest
impact+uncertainty, and prioritizing
that dimension while scaffolding the
others



3) Successful vectoring enables you
to rapidly hone in on the core Insight
of your research project



Bernstein theory of faculty success

o be a Stanford-tier faculty member, you need to master two skills
that operate In a tight loop with one another:

Vectoring: identifying the biggest dimension of risk in your project
right now

()

Velocity: rapid reduction of risk in the chosen dimension

35



What Is Velocity!?



Problematic point of view
"Research 1s so much

slower than industry.” q
| teel like we're just not

oetting anywhere.” q

Adapted from Stanford CS19/

We’'re not making
enough progress.

‘I missed another
submission deadline.”




The Swamp

IAgNOSIS

My d

Nearly every project has a swamp.

challenges that get the project stuck for an extended

The Swamp
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Swamps make progress a
DOOI Measure

Swamps can make a project appear to have no or little progress for an
extended period of time.

However, swamps are when you need to be at your most
creative. You need to try many different ideas, and rapidly, to orienteer
your way out of a swamp.

The difference between an amazing and a merely good researcher: how
effectively and rapidly you explore ways to escape the
swamp.

Adapted from Stanford CS19/ 39



cnter velocrty

Drawn from theory and practice of rapid prototyping

Buxton, Sketching User Experiences

Schon, The Reflective Practitioner

Houde and Hill, What Do Prototypes Prototype!

“Enlightened trial and error succeeds over the planning
of the lone genius.” - Tom Kelley

Adapted from Stanford CS19/ -



Velocity vs. progress

Progress IS an absolute delta of your position from the last time we
met. How far have you gotten?

Velocity is a measure of the distance traveled in that time.

If you tried a ton of creative different ideas and they all
failed...

that's low progress | will be thrilled.
but high velocity

Adapted from Stanford CS19/



Why Is velocity a better measure!

Because we have likely learned a ton from the fallures along the
way.

Because we likely needed to experience those fallures to eventually
oet 1O a success: youre learning the landscape.

Because the worst outcome is not failure, but tunneling

unproductively. :
this is when | will

[hat's low DrOZIess be disappointed.
and low velocity “ J

Adapted from Stanford CS19/



How do | achieve
high velocity!?




Restating our goal, precisely

We have a question to answer this week:

Wil our hunch work in a ssmple case? |s assumption X valid? Will this
revised model overcome the problematic issue! Can we write a proof
for the simple case!

We've chosen this week's question that we're trying to answer carefully.

Velocity is the process of answering

that question as rapidly as possible. Choosing this questic?n IS
the process of vectoring.

Adapted from Stanford CS19 /A
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Approach: core vs. periphery

Achieving high velocity means sprinting to answer this week's
question, while minimizing all other desiderata for now.

This means being clear with yourself on what you can ignore:

Core: the goal that needs to be achieved in order to answer the question

Periphery: the goals that can be faked, or assumed, or subsetted, or
mocked In, so we can focus on the core.
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Core-periphery mindset

[ he week's goal Is an answer to a question.

o answer a question, you don't need to address all the I1ssues In the

periphery. Just focus on what's In the core.

Make strong assumptions about everything that's in the pern

bhery: use a

smaller subset of the data, make simplifying assumptions wh
your proof, ignore other nagging questions for the moment

le working on
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Core-periphery mindset

Your approach should be, necessarily, Incomplete. Do not create a
mockup or a demo. Instead, derive everything from your current
question:

Wil this measure correlate with my gut observations!

Wil this engineering approach be satisfactory?

Be rapid. Be ruthless. Strip out or fake everything not required to
answer the guestion.




Core-periphery mindset

Seriously: I'm dedicating a third slide to this.

Answer questions, don't engineer. [ his tends to rankle essentially
every facet of your undergraduate training.

Too often, people pursue perfection In the first pass: perfect drafts,
perfectly engineered software, perfect interaction design.

Remember: the goal Is to answer the question, not to build that part of
your system permanently (yet).



Iy What question
| were they asking”?

What did they
trade off?




"Minimal Viable Product”

Not like this....




All together now

cach week, we engage In vectoring to identity the biggest
unanswered question. This should be the focus of your velocity

sprint for the week.

o hit high velocity, be strategic about stripping out all other
dependencies, faking what you need to, etc,, In order to answer the

question.

Be prepared to iterate multiple times within the week!

o)



Let’s Try It



Visual query interface

FRA| 0+ 0 |BEL (D 39 |c —NHERY -

We want to enable users

to query videos by drawing __ -
out how entities move
around In the screen space.

————

We have object detection
abels on the video, but we
don't have a query Interface

vet.




Visual query interface

We hand crafted (hard coded) several queries.

Two players running in parallel Car left turn
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team structures 10 identaly effective structures for cach team
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the timing of exploration-cxploitation trade-offs across multi.
ple bandits simultancously. A field experiment demonstrated
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INTRODUCTION

Human-computer imeraction research has featured a long line
of systems that influcnce teams™ roles, norms, and interac-
Hon paticres, Roles, normis, and isteraction patterns—Kknown
collectively as feawe strnciures—dJdefane bow 3 tcam works 1o-
gether [32). Foe many years, HCI researchers bave theonized
sdeal team struceures (1, 45] and bailt systems that nudge
teams toward those strectares, such as by increasing shared
awareness [ 18, 20). adding channels of communication |65,
64, 70, and convenimg cffective collaborators [38, 50). The
result is 3 Berature that empowers sdeal 1cam strpcturcs,

However, organizational behavior rescarch demies the exis-
tence of universally ideal seam strucvares [$3, 3, 4, 26). Struc-
tural contingency theory [17] has demonstrated that the best
tcam structures depend on the task, the members, and other
factors, This begs the guestion: when should a scam favor
one eam strcture over another” Should the icam have ¢en-
tralired or decemtralized hacrarchy”? Should ot enforce ogual
participation from cach member? Should members offer cach
other more encouragimg or critical feedback? The wroag de-
cistons can doom a team to dysfunction | 4). Even
highly-paid experts—managers—strugghe to pkk effective
scam strectares [15). They are handly 1o blame, as the sct
of possibalitses 1s vast [29], wath lengthy volumes, dedicated




Dream | eam

We used a rough simulation! Assuming some
roughly accurate numbers In how much each
team benefited from each bandit setting, we

generated teams anc
over a few rounds.

[ he answer: they convergec
that this might work!

(The next step: wizarc

C

simulated the bandits

uickly enough

of oz the Interface, so

we could test it “for real” without building

integrating software.)
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Your turn

Pair up with someone NO'T on your project.

3min each person: describe your project’s current state, the current
question you're trying answer. Brainstorm together how to Increase

velocity.

Afterwards, we'll share out.
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A reminder: the algorithm

|, Articulate the question you're answering.
. Decide what's absolutely core to answering that question.

. Decide what's peripheral.

. Go — but be open to reevaluating your assumptions as you go.

2
3
4. Decide the level of fidelity that I1s absolutely necessary.
>
6

. Loop with a new question.
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Tips and tricks



“I'm being low velocity.”

Velocity = distance / time

S0, It your velocity Is low, you have two options:

1. Cover more distance: habits that can get you further in the

same time (e.g, “try{warder . 'be a better engineer’)
You're typically already maxed out on this.

2. Decrease the time: prototype more effectively
\

WIN. Prototype more narrowly, lower your
fidelity expectations (e.g., spit out any draft)

Adapted from Stanford CS19/ 6



Checking emall or social media?

This signals a lack of focus, and Is a pretty | “'

certain predictor that you're in a swamp. O

[t means you're prototyping too broadly: you’re unfocused!
focus your goal. Or you're requiring too high a level of fidelity:
you have unreasonable standards! lower your
expectations.

Develop an internal velocity sensor, and as soon as you recognize
this, apply one of the two rules.

Adapted from Stanford CS19/
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| owering standards: parallelism

Too often, we suffer from what's known In the literature as
fixation: being certain in an idea and pursuing it to the exclusion of
all else. We cannot separate ego from artifact.

Instead, to answer the question, it's often best to explore
multiple approaches In parallel.

“While the quantity group was busily churning out piles of work—andad

learning from their mistakes—the quality group had sat theorizing about

perfection, and in the end had little more to show for their efforts than
orandiose theories and a pile of dead clay.”

— Bayles and Orland, 200

Adapted from Stanford CS19/



Corollary |: pivoting

Velocity I1s why cutting yourself off short and pivoting to a new
pDroject can be so dangerous In research.

Typically people pivot after a week in the swamp (the “fatal flaw fallacy™),
rather than rterating with high velocity out of the swamp.

| promise that the project you pivot to will have a swamp too.
L earn to Increase velocity and prototype your way out of the
swamp faster, instead of seeking out a swampless project.
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Corollary 2: technical debt

Obviously, at some point you need to make sure you're not too
deep In technical debt, design debt, or writing debt.

But luckily, most people can only run their processors hot
for a few hours a day. Everything I've described takes a lot out

of you.

When you're out of creative cycles, spend time maturing other
parts of your project that are no longer open questions. Or,
sometimes we reach a phase where we pause prototyping ana
focus on refinement and execution for a bit.

Adapted from Stanford CS19/
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Why is velocity so
important!




Great research requires
high velocity

Don't let 6-12 month paper deadlines obscure the velocity at which
research needs to move In order to succeed.

If you want to achieve a high impact idea, you need to try a
lot of approaches and refine and fail a lot. You want to do that

as quickly as possible.

T you can prototype and learn and fail 5x as quickly as the next person,
you will be able to achieve far more risky and impactful research.

Adapted from Stanford CS19/ !



Takeaways, in brief



|) The swamp Is real, and 1t slows
visible progress.



2) Velocrty Is a far better measure of
yourself than progress, and it's
something you actually have control
over.



3) Achieve high velocity by being
clear what question you're answering,
and focusing ruthlessly on the core of
that question while stnpping out the

periphery.



4) If you're low velocity,

velocity = distance / time. Erther
increase distance (rarely possible) or
decrease time (often possible: you're
too broad or too perfectionist).



And finally.... progress report

tach week for the next several weeks, your team will perform
vectoring, submit a brief summary and slide, and report in section:

This week's vector
This week's plan
This week's result
Next week's vector

Next week’s plan

/3



Next class

No class on Monday! Happy fall break
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